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SPREAD-SPECTRUM LORAN (LORAN-E) 

Frederick H. Raab, Ph.D., Consultant 
Green Mountain Radio Research Company 

240 Staniford Road 
Burlington, Vermont 05401 

ABSTRACT 

A new Loran signal based upon spread-spectrum mo­
dulation is presented. This signal uses pseudonoise 
modulation of a 100-kHz carrier with sequenced trans­
missions from each station. Performance equivalent to 
that of the Loran-C signal is achieved with only 1/1000 
of the radiated power. The cost savings for both in­
stallation and operation of 1-kW rather than 1-MW 
transmitters are obvious. Narrowband retransmission 
(relay) can be accomplished without preprocessing for 
accurate, low-cost automatic-vehicle-monitoring and 
vessle-traffic-control systems. This is especially 
significant, since retransmitted OMEGA does not yield 
comparable accuracy and retransmitted NAVSTAR/GPS re­
quires either a large banddwidth or preprocessing. The 
Loran-E signal can be transmitted simultaneously with 
the current signal to allow a gradual phase-in period. 
The advantages of the new spread-spectrum signal should 
help to maintain Loran's place in the future mix of 
radio-navigation systems. 

1. INTRODUCTION 

The present Loran-C/D signal (Fig. 1) was designed 
in the 1950s to meet four key requirements: 

w (I) 
+I 

-I 

SECONDARY 
x 

11111111 

SECONDARY 
y 

11111111 • I 

(A) GROUP FORMAT 

THIRD-CYCLE ZERO CROSSING 

(8) INDIVUAL PULSE 

Figure 1. Loran-C signal. 

This paper was presented at the Eleventh Annual Wild 
Goose Association Convention, Washington, D.C., 
October 11 - 13, 1982. 

• Visual acquisition of the signal from a partic­
ular transmitter (Fig. la), 

• Visual identification (Fig. lb) of the tracking 
point (third-cycle zero crossing), 

• Rejection of skywave interference, and 

• Not more than one percent of the power outside 
of the 90 - 110 kHz band. 

In the last twenty-five years, there have been 
several technological developments that would impact 
the design of the signal if it were done today: 

• Modern receivers acquire signals automatically, 
eliminating the need for visual-acquisition 
capability. 

• Spread-spectrum modulation has used many navi­
gation and communications systems (e.g., GPS, 
JTIDS, Sydel is). 

• Microprocessors are common-place in navigation 
and communication receivers, both for tracking 
and coordinate conversion. 

The proposed "Loran-E" waveform (Section 3) has 
the following general characteristics: 

• 100-kHz carrier frequency 

• 10-kb/s pseudonoise (PN) biphase modulation 

• Time-sequenced transmissions by each station. 

The use of a unique code by each station allows both 
identification and rejection of unwanted signals from 
other chains. Code tracking rejects skywave signals 
and unambiguously identifies the zero crossing to be 
tracked. The accuracy of Loran-C is maintained. 

The proposed signal would update Loran from a 
1950's technology to a 1980's technology. The advan­
tages of the new signal include: 
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• 

• 

Reduction of the average power, hence lower op­
erating costs, 

Reduction of the peak power, hence lower in­
stallation costs, 

Increased portability for tactical and survey 
use, 

• Less complicated and less expensive receivers, 
and 

• Narrowband retransmission without processing. 

Spread-spectrum loran is not an altogether new 
concept; similar techniques were used in the Mu~ti­
User Tactical Navigation System ("Loran-F"), which was 
tested circa 1960 [l]. However, given today's technol-



ogy, the advantages of Loran-E are quite significant, 
and could therefore affect the future "mix" of U. S. 
radio-navigation systems. Furthermore, Loran-C and 
Loran-E can be transmitted simultaneously to allow a 
gradual phase-in period. It is therefore time to re­
consider the future Loran signal format. 

This paper presents a preliminary analysis of the 
capabilities and requirements of a Loran-E system. 
First, the power and efficiency of Loran-C and -D are 
evaluated. The characteristics and advantages of the 
Loran-E signal are then determined. 

2. POWER COMPARISONS 

The operational characteristics and requirements 
of Loran-Care well established. For preliminary-eval­
uation purposes, it is therefore sufficient to compare 
Loran-E to Loran-C. This section determines the peak, 
average, and effective power of Loran-CJD signals. 

Loran-CJD Signal 

The Loran-CJD pulse waveform [Z,3J is described by 

w(t) = e(t) sin wet= A t 2 exp(-a:t) sin(wct) , (1) 

where time t is in seconds, A is an amplitude constant, 

and 

a = (2/65)/10-5 = 3.077·104 , 

w = 2"fc = 2Tr·l05 
c 

( 2) 

( 3) 

Setting the derivative of the envelope e(t) equal 
to zero yields 

t = 2Ja = 65 µs ( 4) ma 

for the occurance of maximum pulse amplitude. For uni-
ty peak amplitude, 

1 = e e(65·10-5 ) = 652 exp(-2) A·lo- 12 , 
max 

hence 
A= 1.749·109 • 

Most Loran-C receivers tracking the third-cycle 
zero crossing, for which the normalized envelope is 

e(30µs) = 0.625 • 

( 5) 

(6) 

( 7) 

For short-range Loran-D systems that track the sixth­
cycle zero crossing, 

e(60µs) = 0.994 • (8) 

which is 0.05 dB below the peak amplitude. The track­
ing-point envelopes are 4.05 dB and 0.05 dB, respec­
tively, below the peak pulse amplitude. 

Energy~ Loran-CJD Pulse 

The energy in a single Loran-CJD pulse of unity 
peak amplitude is 

ELP = b 1i ( t) dt 
2Tr 

- f e2 (t) dt·J__ f sin 2 e de • 
0 2Tr 0 

(9) 

The simplification of (9) into two separate integrals 
is based upon the envelope being approximately con-

stant over any single cycle of the carrier. 

The first integral can be evaluated from the re­
lationship [4] 

f xn exp(-kx) dx = n!Jkn+l , 
0 

(10) 

which implies 

J e2 (t) dt = A 2 4!J(2a) 5 = 8.318·10-5 • 
0 

Evaluation of the second integral produces 

2Tr 
( 1/2" ) J s i n 2 e de = ( 1 J 2 ) 

0 

( 11) 

( 12) 

Equations (11) and (12) can now be combined to yield 

ELP = 4.159•10-5 • (13) 

Average Power ~Loran-CJD Signal 

The average power in a Loran-C/D signal is ob­
tained by multiplying the single-pulse energy ELP by 

the number of pulses per second. The number of pulses 
per second is the product of the group rate (inverse 
GRI, 10 < fc < 20 Hz) and the number NP of pulses per 

transmission, thus 

PL,AVC =Np fc ELP" (14) 

For Loran-C, NP = 8, hence 3.327·10- 3 
( PL,AVC ' 6.654· 

10-3. For Loran-D, Np= 16, and 6.654•10- 3 < PL,AVC < 

Effective Power ~ Loran-C/D Signal 

Only one zero crossing of the Loran-CJD pulse is 
used for time-of-arrival measurements. The third­
cycle zero crossing is used in most long-range Loran­
C systems for three reasons: 

• Subsequent zero crossing are corrupted by sky­
waves and have markedly poorer accuracy, 

• The rate of change (envelope) is greater than 
that of previous zero crossings, and 

• Only the third-cycle zero crossing is accurate­
ly timed at most transmitters. 

Since the difference in the times of arrival of the 
skywave and groundwave signals is greater at shorter 
distances, short-range Loran-CJD systems can use a 
later zero crossing (fourth, fifth, or sixth), which 
has a larger signal envelope. 

Since only one zero crossing of the Loran-CJD 
pulse is actually used, a single-cycle pulse (Fig. 2) 
would provide equivalent time-of-arrival-measurement 
accuracy. For equivalent accuracy, the rates of change 
(hence envelopes) at the zero crossing must be equal. 

If the envelope of the single-cycle pulse is ASP, 

the energy in one such pulse is 
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w(t) 

Figure 2. Single-cycle pulse. 

(15) 
2fc 

The average transmitted power is the energy ESP in a 

single pulse multiplied by the number of pulses per 
second. If Loran-C/D format and grou~ rates were used, 

(16) 

Efficiency of Loran-CJD Signal 

The efficiency of Loran-C/D signal may be defined 
as the ratio of the effective transmitted power to the 
actual transmitted power. From (14) and {16), 

where tzc is the time of the tracked zero crossing. 

For a Loran-C system using the third-cycle zero 
crossing, (17) gives an efficiency of only 4.7 percent. 
Equivalently, 95.3 percent of the transmitted power is 
wasted, and average transmitted power could be reduced 
by 13.2 dB (a factor of 21.3) if a single-cycle pulse 
signal were used. For Loran-D with tracking at the 
sixth-cycle zero crossing, n = 11.9 percent, and a 
9.2 dB reduction in average transmitted power could be 
achieved. 

FMT Np fc TRACK SINGLE- LORAN SINGLE-
CYCLE PULSE AVG PULSE 

Equivalent Continuous Signal 

Assume, for the moment, that skywave interference 
can be rejected and cycle identification can be ac­
complished. Equivalent time-difference measurement 
accuracy can then be obtained by transmitting a CW 
signal whose average power is equal to that of a sin­
gle-cycle pulse. The required power is 

(18) 

The quantity s is simply the ratio of the number 
of pulses transmitted per second to the number of car­
rier cycles (single-cycle pulses) per second. For 
Loran-C, NP = 8 and 0.0008 ~ s ~ 0.0016, depending upon 

the GRI (fc). For Loran-D, NP = 16, and 0.0016 ~ s ~ 
0.0032. 

Time-Sequenced Signal 

To allow reception of distant signals when the 
receiver is in close proximty to a Loran-E transmitter, 
it is necessary to time-sequence the transmissions from 
nearby transmitters. While time sequencing does not 
affect the average power required, it does necessitate 
greater peak power. The increase required over that 
of the equivalent continuous signal is inversely pro­
portional to the fraction of time during which a given 
station transmitts. Thus a transmission format with 
five time slots implies a factor of five {7 dB) in­
crease in the peak power {Table 1). 

Nonetheless, the use of a Loran-E signal instead 
of a Loran-C signal allows kilowatt rather than mega­
watt transmitter power. These projections are consis­
tant with the 100 to 350 W radiated power of Decca 
transmitters [5]. The implications for antenna size, 
installation cost, operational cost, and transportabil­
ity (tactical/survey systems) are obvious. 

3. WAVEFORM 

Stable groundwave propagation requires a carrier 
frequency in the 100-kHz range. However, simple CW 
signals can provide neither the required cycle identi­
fication nor the skywave rejection necessary for accu-

n REDUCTION, REDUCTION, REDUCTION, 
AVG POWER PEAK POWER PEAK POWER 

PEAK POWER AVG POWER 100% DUTY 20% DUTY 
POWER CW POWER FACTOR dB FACTOR dB FACTOR dB 

10 3 0.625 3.327·10- 3 1. 563• 10_4 0.0470 21.3 13.3 6400 38.1 1280 31. l 
c 8 

20 3 0.625 6.654· 10-3 3.125· 10-4 0.0470 21. 3 13.3 3200 35.1 640 28.1 

10 6 0.994 6.654•10- 3 7. 904• 10_4 0.1188 8.4 9.2 1265 31.0 253 24.0 
D 16 

20 6 0.994 1.331·10-3 1. 581·10-4 0.1188 8.4 9.2 633 28.0 127 21.0 

Note: Loran-C/D peak power normalized to 1.0. 

Table 1. Equivalent power requirements. 
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rate low-frequency radio navigation. 

The Loran-E signal (Fig. 3a) is therefore a 100-
kHz carrier biphase-modulated by a pseudorandom binary 
sequence (code). This spread-spectrum technique [6] is 
also known as pseudonoise (PN) modulation. The code 
chipping (bit) rate is in the order of 10 to 30 kb/s 
and code chip transitions are synchronized with carrier 
zero crossings. Transmissions are time-sequenced (Fig. 
3b) to prevent allow reception when the receiver is 
relatively close to a transmitter. 

Spread-Spectrum Fundamentals 

The use of pseudonoise modulation in the Loran-E 
signal accomplishes four key functions: 

o Transmitter identification, 

o Rejection of signals from other transmitters, 

o Unambiguous cycle identification, and 

• Skywave rejection. 

Before proceeding to the detailed discussion, it will 
be useful to review some fundamental characteristics 
of spread-spectrum modulation. More detailed discus­
sions can be found elsewhere [6]. 

PN codes are generated by linear feedback shift­
regi st er generators (LFSRGs). The input to the LFSRG 
is a modulo-2 sum of selected registers in the LFSRG. 
Code generators generally be implemented in a single 
logic chip. 

Certain sets of feedback taps produce sequences of 

w(t) 

(A) WAVEFORM 

M 4.__ _ _, .. t 
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y --------1 

z --------~ _ __,t- t 

(8) FORMAT 

Figure 3. Loran-E signal. 

the maximum possible length L = zN-1. Such maximal­
length sequences [7] have very desirable auto- and 
cross-correlation properties. Their autocorrelation 
function is L for perfect alignment and -1 for misa­
lignment of one chip or more. The cross correlation of 
two different maximal-length sequences varies between 
+l and -1 for all alignments. 

Biphase modulation is implemented by shifting the 
carrier phase by 180° whenever the LFSRG produces a 1. 
PN-modulated signals are received by correlation with 
a locally generated replica of the PN code (Section 4). 
The low cross-correlation with other sequences allows 
separation of simultaneously transmitted signals. The 
sharp autocorrelation function allows precise tracking 
of time of arrival. 

Transmitter Identification 

Each transmitter is assigned a unique code se­
quence and transmits continuously. Because of the low 
cross correlation between different sequences, only 
the signals from the selected transmitter are detected 
by the receiver. Selection of a particular sequence 
for the receiver code generator therefore both selects 
a particular transmitter and rejects signals from other 
transmitters. 

Dynamic Range 

The cross-correlation product of different spread­
spectrum sequences is low, but not zero. The rejection 
of an undesired PN-modulated signal is directly propor­
tional to the length of the PN codes. For a 10 kb/s 
chipping rate and a 1-s sequence duration, the effects 
of the undesired signal are reduced 40 dB by code 
correlation. 

Placement of a Loran-E receiver in the vicinity of 
a Loran-E transmitter in general produces considerable 
"dynamic range" in the amplitudes of the received sig­
nals. Since the dynamic range can exceed the rejection 
achievable by code correlation alone, continuous trans­
missions are in general undesirable. 

The preferred general-purpose signal format there­
fore has a set of four or five time slots. Each trans­
mitter transmitts continuously within its assigned time 
slot. Time slots are assigned geographically to ensure 
that transmitters that are used together do not trans­
mit simultaneously. 

Since transmissions are not continuous, the peak 
power must be greater than that of the equivalent CW 
signal discussed earlier. The penalty for a five-time­
slot pattern is only 10 log 5 = 7 dB. In spite of this 
penalty, the peak power of a five-slot Loran-E system 
is still only 1/640 (or less) of that of an equivalent 
Loran-C system (e.g., 1.7-kW instead of 1-MW). 

Cycle Identification 

Reception of spread-spectrum signals requires the 
receiver to adjust the timing of its code generator to 
match that of the received signal. The timing of the 
code generator therefore corresponds to signal time of 
arrival. This measurement of time of arrival should be 
sufficiently accurate to identify the tracking cycle of 
the 100-kHz carrier. 

The code repitition rate determines the range am­
biguity inherent in the time-of-arrival measurements. 
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For example, a code of length 1023 with a chipping rate 
of 10 kb/s repeats at a 10.23-Hz rate, producing a 
range ambiguity of 29.3 Mm (18222 mi). It is apparent 
that range ambiguities are not a problem. 

Skywave Rejection 

The sharp autocorrelation function of PN code se­
quences provides automatic rejection of multipath {sky­
wave) signals. Figure 4 presents an example of a re­
ceiver correlation function for a groundwave and one 
s~ywave signal. Since the skywave is always delayed 
with respect to the groundwave, the receiver simply 
locks ?nto the first correlation peak. As long as the 
delay is greater than the time occupied by one code 
chip, the skywave signal contributes negligibly to the 
correlator output and is thereby completely rejected. 

The use of third-cycle zero crossings in long­
range Loran-C systems is based upon a minimum ground­
wave-skywave time-of-arrival difference of 20 µs. 
Positive rejection of skywave signals is therefore 
guaranteed by a code chipping rate of 33 kb/s. For 
short-range systems, the groundwave-s~wave time dif­
ference is greater and a lower chipping rate is pos­
sible. 

Additional skywave rejection is provided by the 
simultaneous use of code-lock and phase-lock techniques 
in the receiver. The autocorrelation function of the 
PN-modulated Loran-E signal is shown in Fig. 5. It is 
apparent that a skywave signal with less than a one­
chip delay can produce a positive, negative, or zero 
contribution to the correlator output, depending upon 
the relative phasing of its carrier to that in the re­
ceiver. 

The rms jitter in the time of arrival of a skywave 
signal can be several microseconds. It is therefore 
probable that the average contribution of the skywave 
signal to the correlator output will be considerably 
less than its peak contribution. It should therefore 
be possible to use a lower chipping rate (e.g., 10 
kb/s) that is more consistant with the 90 - 110 kHz 
frequency allocation. 

Spectrum 

The power spectrum of a Loran-E signal with a 10 
kb/s chipping rate is shown in Fig. 6. Integration of 

CORRELATOR 
OUTPUT 

,.,,- GROUNDWAVE 

/SKYWAVE 

A 

0 . - - I 

Figure 4. Groundwave and skywave responses. 

A(t>t) 

Figure 5. Combined code-and-phase autocorrelation function. 

this sin x/x function shows [6, Fig. 2.8] that 90 per­
cent of the transmitted power is in the 90 - 110 kHz 
band. The out-of-band "splatter" is 10 percent of the 
total transmitted power, which is roughly only 5 per­
cent of that of a comparable Loran-C station. Since 99 
percent of the power transmitted by a Loran-C station 
is contained in the 90 - 110 kHz band, its out-of-band 
emissions are roughly twice (3 dB greater than) those 
of a comparable Loran-E station. lt therefore seems 
that simple biphase PN modulation should be acceptable. 

Since Loran-E is not a pulse transmission, the 
CCIR requirement (99 percent of the power between 90 
and 110 kHz) should not be applicable. However, even 
if this requirement is imposed, the Loran-E signal can 
be modified to meet it. 

Data Transmission 

Data can be transmitted on a Loran-E signal by se­
quence-inversion keying; e.g., the data bits reverse 
the code chips. Data can include error messages 
{"blink codes"), transmitter locations, service sched­
ules, differential corrections, etc. Data rates would 
be in the order of 10 to 100 b/s. 

Compatible Transmissions 

Since the Loran-E signal appears to be a low-level 
noise to other receivers, simultaneous operation of 
Loran-E and Loran-C is possible during a transition 
period. Similarly, the presence of Loran-C pulses 
should not disrupt Loran-E reception, since received 
signals are hard-limited and the two signals have a 
very low cross correlation product. Figure 7 illu­
strates a transition signal format. 

11 

4. HARDWARE 

This section gives a brief description of the 

90 100 110 f, kHz 

Figure 6. Spectrum of signal with 10 kb/s PN biphase 
modulation. 
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Figure 7. Loran-C/E transition format. 

principal functions of the Loran-E transmitter and 
receiver. 

Transmitter Block Diagram 

A simplified block diagram of a Loran-E transmit­
ter is shown in Fig. 8. The 100-kHz_ carrier frequency, 
the code chipping rate (e.g., 10 kHz), and the time 
slot (e.g., 0.2 Hz) are obtained by frequency division 
of the output of the same stable oscillator. Not shown 
are circuits that assure synchronization with other 
Loran-E transmitters. 

The code-generator output modulates the carrier 
through a digital mixer that reverses carrier polarity 
for a "l" code bit. The biphase-modulated signal is 
then amplified and coupled to the antenna. Since the 
modulated carrier has constant amplitude, a relatiely 
simple and efficient (90%) class-D power amplifier can 
be used. 

Receiver Block Diagram 

Figure 9 shows a simplified block diagram of a 
single-channel Loran-E receiver. Received signals are 
preamplified and bandpass filtered, as in a Loran-C re­
ceiver. However, since the Loran-E signal has a con­
stant envelope, the received signal is hard limited. 
This greatly reduces the effects of impulsive noise 
(due to lightning) and Loran-C pulses. 

The received signal is then mixed with a locally 
generated code. When the locally generated code 
matches and is aligned with the code of the received 
signal, a 100-kHz CW signal is produced at the output 

~10 LFSRG 
L----.J 10 kHz •l/-1 

of the mixer. The mixer output is then mixed separate­
ly with 100 kHz sine and cosine waves, integrated, and 
sampled to obtain its "I" and "Q" components. 

Approximate code timing is acquired by slewing the 
code generator until a CW signal appears at the output 
of the first mixer. Code tracking is then accomplished 
by dithering the code generator back and forth about 
the tracking point. Carrier phase lock is then accomp-
1 ished using the "I" and "Q" signals. 

5. ADVANTAGES 

This section summarizes the potential advantages 
of Loran-E over Loran-C and other radio navigation sys­
tems. 

Accuracy 

Loran-E will have the same high accuracy demon­
strated by Loran-C. 

Coverage 

Low-frequency radio navigation systems such as 
Loran-C, D, and E provide navigation capability at all 
altitudes. Consequently, they are useable by terres­
trial, maritime, and airborne users. Signal availa­
bility makes Loran preferable to VOR/DME for use by 
general aviation, especially at low altitudes [8]. 
Furthermore, Loran may provide better terrestrial cov­
erage in valleys than is possible from a satellite 
system. 

Location 

There may be an advantage to land-based transmit­
ters located in the user country. 

Average Power 

The average transmitted power can be reduced by a 
factor of 20. The impact upon a $60,000/year electric­
ity cost (for one transmitter) is obvious. 

Peak Power 

The peak transmitted power can be reduced by a 
factor of 640 or more. If 1 kW radiated power is re­
quired instead of 1 MW, the cost of both the transmit­
ter and the antenna are greatly reduced. 

ANTENNA 

Tlt.£-SLOT...._ ____ >t POWER 
CONTROL 

Figure 8. Simplified transmitter block diagram. 
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Figure 9. Simplified receiver block diagram. 

Receiver CW Interference 

The spread-spectrum Loran-E signal is more easily 
acquired automatically by a receiver than is the Loran­
C/D pulse signal. Receiver architecture is less com­
plex, resulting in lower cost. Lower receiver cost is 
a very significant advantage, since it would make the 
system preferable to VOR/DME for general-aviation use. 

Group/Phase Velocity 

Variations in ground conductivity that increase 
phase velocity decrease group (envelope) velocity of 
propagation. The use of the difference in the times of 
arrival (ECO) to correct for some propagation uncer­
tainties has been proposed. However, Loran-C envelopes 
and envelope measurements are not accurate enough to be 
useful. Since code-tracking accuracy can approach 
phase measurement accuracy, Loran-E may enable exploit­
ation of group/phase-velocity effects. This would re­
sult in increased accuracy without calibration or dif­
ferential corrections. 

Retransmission 

The location of a vehicle can be determined at a 
remote location by retransmission (relay) of radio-nav­
igation signals [9]. At present, only OMEGA signals 
can be retransmitted in the narrow-bandwidth of a land­
mobile communications channel without signifiant pre­
processing. Limiting of the Loran-C/D signal to a rea­
sonable dynamic range distorts or destroys envelope in­
formation. The bandwidth of NAVSTAR/GPS signals are 
clearly too large (e.g., 2 MHz for the C/A signal) for 
narrowband retransmission [10]. Consequently, both 
Loran-C/D and NAVSTAR/GPS signals must be processed to 
extract timing measurements prior to relay through a 
narrowband channel. 

In contrast, received Loran-E signals can be hard­
limited and retransmitted in a 20-kHz bandwidth. Since 
hard limiting will be used in most Loran-E receivers, 
no degradation of information occurs. Since negligible 
processing occurs in the retransmitter, the retransmit­
ter can be quite inexpensive. Such a technique should 
therefore have significant potential in many terres­
trial applications such as automatic vehicle monitor­
ing. 

Power-line carrier communications and other CW 
signals in the 90 - 110 kHz band can disrupt terres­
trial reception of Loran-C. The spread-spectrum re­
ceiver should provide greater rejection of interference 
from these signals. 

Tactical/Survey Applications 

The reduced peak and average power requirements 
are of considerable importance in tactical and survey 
applications. Reduction of the required radiated power 
allows operation with a smaller antenna, which is more 
easily transported, erected, and replaced. 

6. CONCLUSIONS AND RECOMMENDATIONS 

The basic concepts for a spread-spectrum Loran 
system (Loran-E) have been presented. The preliminary 
analysis presented here suggests numerous potential 
benefits, including a considerable reduction in power 
requirements and retransmission without preprocessing. 
The benefits gained by conversion to the spread-spec­
trum format could be significant enough to ensure 
Loran's place in the future mix of radio navigation 
systems. A more thorough study of this concept is 
therefore recommended. 
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DESIGN OF A DUAL RATE, MASTER INDEPENDENT, DIRECT RANGE 
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An increase in the coverage area of a Laran-C receiver 
can be achieved bs siMultaneousls tracking signals froM two 
Laran-C chains. To obtain the MaxiMUM advantages of the dual 
chain operation, a secandars Must be able ta be tracked 
without receiving the Master. Further gains in coverage and 
accurac~ with sir1gle or dual chain operation are provided b~ 
operation in a direct ranqe Mode. Dual chain 
gives autoMatic operation as the receiver 
covF-r <:!c.if.~ ar F.·a of onP ch.::; :i. r1 to anoth;:.>r·. 

DPf.!rat:i.on c!l-::;o 
pa!;~;(~!!::. froM the-:~ 

A Modular hardware and software design approach :i.s 
t;:;kpn. Th!·:• har·di-Jari::! con!:;i!:;t.!:> of t~Jo <:;uba•;sf.·!MbliP!3 plus the 
analo<.:1 circu:i.t-::; and th!·:!iT' di<.?.:i.tal controls. Four autoMat:ic 
notch filters and envelope-ta-cscle discrepancs caMpensation 
are included. The digital receiver asseMbl~ provides all of 
the hardware including a Microprocessor for signal 
pracessinq. Far single chain, tiMe difference operation 
these two asseMblies Make up a coMplete Loran-C receiver 
including coordinate conversion and navigation. For dual 
chain Master independent operation More processing power is 
rpquired. The Microprocessor- on the digital receiver 
asseMbl~ uses a different pr-ograM and outputs tiMe of 
arrivals fraM two chains. These outputs are passed to a 
second processor asseMbl~ which provides the coordinate 
conversion and naivgation. When direct range operation is 
desired an oven-controlled, cr~stal oscillator is included 
in the processor asseMbl~. A UalMan filter is used to derive 
position and velocit~ based on the Loran tiMe of arrivals. 

The design approach 
receiver with preMiUM 
characteristics. At the saMe 
faMil~ of receivers that 
cost. 

described provides a Loran-C 
per for Mance and operational 

tiMe the Modular design gives a 
has a range of perforMance and 
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The equipMent design that has been undertaken b~ Navigation 
Tc::·chnolog~:l ::Cnc. t i~:; direct<-:)d toi..Jards th1:.~ dE~VE·loPM!-::-nt. of a 
Loran coMponent. The Loran caMpanent 1s a Loran receiver 
iMpleMented as a subs~steM ta be included in another product 
b~ a Manufacturer. In the last five ~ears the focus of Loran 
has passed fraM telling the user where he is in Loran 
nuMbers to providing More and More navigatiorl inforMation. 
The use of the Loran coMponent allows the application 
specialists to concentrate on the application probleM 
without developing the s~steM to extract the ver~ low level 
Loran signals fr~M the noise and converting theM to 
po~:.:i.tion. 

A c0Mb1nat1on of techniques have been iMpleMented to: 
iMprave the reliabilit~ of navigation with station outaget 
extend the coverage area, Make operation More autoMatic, and 
provide perforMance iMproveMent. The techniques not norMall~ 
iMpleMented in present da~ Loran receivers are: dual rate 
operation, Master independence and direct range coordinate 
conversion. lMpleMentatian of these techniques is priMarl~ 

in the s~steM software. A liMited aMount of additional 
hardware is used far the dual chain operation. The superior 
s~steM character1st1cs are achieved at a ver~ Modest 
increase in cost. 

When operating in Man~ areast Mare than two secondaries can 
be received. If one of the secondaries used for position 
fixing has a signal outage, the s~steM can still perforM a 
position fix using alternate secondaries+ In conventional TD 
iMpleMentations the loss of the Master Makes the chain 
u~;e!lf:!~:;s;. B~:$ Mechani:z:in~.i thf.~ r-!:·)C!':!iver and th(~ positic:in fi:-~in<3 

process ta operate without a Master, operation can still be 
ach :i.!7~Vf:!d w i t~i a Mas;t~::-r· outag!~. 

With proper calibration and a Moderatel~ good s~steM 

oscillatort a pseudo direct range s~steM can function for a 
liMited tiMe with anl~ two stations received or in a base 
line extension area. The oscillator frequenc~ offset and 
phase are estiMated when three stations are received or when 
two stations are received at a fixed known location. After 
the oscillator is calibrated the s~steM can continue to 
coMpute position based on the signals froM two stations 
until the unknown oscillator drift becoMes large. In 
additiont when three signals are received the variation due 
to noise an the position fix is sMaller than in an 
equivalent TO Mechanization. 
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In soMe areas where inadequate stations fraM a single chain 
a T' ~:~ r e c <:? :i. v e .-:.\ ~ .::i p o •::. :i. t :i. o r-1 f i ;{ c a n t..-. •:? M a d f.~ b '.:! '.; up p l i::~ M en t :i. n q 
th f:~ s :i. (_J, n a l <:; w :i. th a s :i. q r·1 a l fr· o M an o th c:-~ r ch a :i. n • The co v c:-> r a q <·? 

area between chains can be increased b~ using these 
techr1:i.ques. When the receiver is Movinq froM the coverage of 
onf.~ ch<:i :i. n tu anothc:•r the tr an<:; it :i. on l·J :i.11 be:~ cont i nuou!:; 
without a loss of operation while the receiver acquires the 
new chain stations. 

HAHDWAF~E 

T he L ci T' <:~ n h a r d w a T' ~:~ i s d :i. v :i. d t-:~ d :i. n t ci t. l.J o p a r ts ~ th 17~ d i <.?. i t a 1 o T' 

p r ci c f.~ s ~; o r p o r· t :i. o n and t. h i:~ <:1 n <:1 .I. o q ci T' F~ F p o r t i on • T h t'~ us E~ T' 

i n t E·~ r· ·face ha c.; u ~=; u a l l '.:! be 17~ n p a r t ci f th f.~ d :i. <.?. i ta 1 p or t :i. Ci n <:1 n d 
its burdens have subtracted froM the respcinsiveness cif the 
Loran itself. As the user interface becaMe Mcire and Mcire 
c ci M p .I. E~ >: ( Mt? a n i n q M ci r e u s 1:~ f u 1 ) ~ th i !:> :i. n t f.~ r ·f <:i c 1~ b 1·? c a M f? th t? 
doMinant part cif the Loran itself and precious little 
cipportunit~ to iMprcive Loran perforMance was left over. A 
change in application, such as downsizing, often requires a 
redesign of the entire s~steM rather than Just the user 
intf.·~r·f·act:~ which :i.~=; thf:! applic<=1tion. The Lor-an coMpont-:~nt 

changes this b~ stepping back froM the user interface, 
concentrating on doing the Loran function, and coMMur1icating 
with the user b~ placing an interface inbetween. This 
interface could be as siMple as a single chip MicrocciMputer 
directl~ handling a ke~bciard and displa'j or it ~an be a 
S'::JSt(:~M of which th<-:! Loran coi~PDnf.~nt :i.~; trul'j a c:C>Mponf.~nt. 

The F>arts cciunt of the Loran coMponent cC>nsists of a fairl~ 
low nuMber of IC'st Mostl~ inexpensivet in the digital 
portion and a large nuMber cif ver~ inexpensive parts such as 
resistors and capacitors and a few ncit so low cost ones such 
as the tuning veractors in the analC>g portion. When 
expanding froM single chain to dual chain capabilit'j, onl'j 
separate tiMing and signal interface portions are required+ 
This is the anl'j part of the S'jsteM that needs to do two 
things at exactl~ the saMe tiMe+ The prograMMing becoMes 
More coMplex and the processor load for two chains reaches 
70-80% of the procc:->ssing tiMe, which leaves little tiMe for 
the high perforMance prograMs that allow direct rangingt 
part:i.al s<:llution'.:> froM ti..10 chain~;, and Mastf?r indepi-;~nclf?ncf.~. 

Thus, a second processor is required fcir the MatheMatics. 
The partitioning is functional: cine processor is tracking 
all the Loran signals, one processor is calculating the 
position, and neither is saturated. 
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SOFTWARE 

To use a local reference that is not perfect for direct 
range the local oscillator phase and frequenc~ Must be 
estiMated. To obtain the local oscillator phase and ratet 
operation is required for the estiMation of these paraMeters 
under one of the following conditions: 

a) Reception of three stations continuousl~ to solve for 
three unknowns, latitude, longitude and tiMe at an un­
known location or during Motion; or 

b) Reception 6f two stations at a known location with no 
MOVeMent. 

After the local oscillator frequenc~ and phase are coMputed 
two station operation is available for soMe period of tiMe 
depending on what the accurac~ requireMents are and haw good 
the local oscillator is. 

The Loran chain reference tiMe is controlled to coincide 
with universal tiMe. The control is not exact and a 
difference of several Microseconds usuall~ exists. A drift 
rate of the order of a Microsecond per Month exists with 
occasional instantaneous resets of several Microsecond that 
occurring ever~ few Months. 

When estiMating local tiMe and tiMe rate using a single 
chaint the chain offsets and rates are coMbined in these 
estiMates giving the difference phase and phase rates. When 
opeating dual rate the difference tiMe and rates are 
different for the two chains. For Most situations the rates 
between the chains are low and the frequenc~ of the offset 
is entirel~ that of the local cr~stal oscillator. 

Separate estiMates of the difference between local tiMe and 
each chain tiMe Must be kept because the difference will 
have a significant effect on naivgation accurac~. 

If a tiMe correction occurs during operation the tiMe 
differences are not affected since all stations in the chain 
are adjusted at once. 
teMporar~ navigation 
three stations, and a 
operating with two 
be disrupted b~ the 
frequenc~ notices 
adjustMent. 

However, in the direct range Mode, a 
error will be seen if operating with 

perManent error will be observed if 
stations. If a critical operation would 

adJustMent, a check with tiMe and 
will give advance warning of the 
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The Method used for selecting the Modes of operation is now 
described. A table of position dependent data is kept. 
Included in the table are the two best GRI's received at 
that locatibn. Also included are the best selection of 
stations for each GRI as well as alternate selections in 
case the stations in the priMar~ selection are not received. 

When the priMar~ GRI is received with enough stations to 
provide an adequate position fixt it is used to update a six 
state variable KalMan filter. While this is a pseudo direct 
range solutiont it is not overdeterMined and will give the 
saMe position as a h~perbolic solution but with less 
variation. The repeatabilit~ of Loran is retained b~ 

insuring that the saMe stations are selectedt when possible 
at this location. 

If the second choice of GRI is receivedt all available 
stations are used to coMpute the tiMe offset between the 
priMar~ and secondar~ GRI's. This value is refined and 
retained until it is needed for dual chain operation. 

If the priMar~ GRI can not provide an adequate position fix 
but the second GRI cant a siMilar procedure is used. The 
second GRI is used for position fixing and the offset to 
the priMar~ GRI is coMputed. 

When neither GRI can provide an adequate position fix the 
s~steM can be in either a position fixing or a calibration 
Made. When in a position fixing Modet stations froM both 
chains are used to update the positiont velocit~ and 
oscillator paraMeters. An~ offset between the tiMes of the 
two chains that have been previousl~ coMputed is applied to 
the appropriate chain data. 

In the calibration Modet the exact position is inputted and 
the receiver is not Moving. Data froM both chains is used to 
coMpute the oscillator paraMeters and the offset between the 
chains. The calabrated oscillator can then be used for 
position fixing. 
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lo take full advantage of 
arrivals, the position rix 
clock paraMeters as well 

the MeasureMents of 
process Must estiMate 

a~; thf:! pci~:;:i.t:i.an and 
coMpcinents~ A KalMan filter is used to estiMate: 

Ncir th Pof.; it :i. on 
[a'.::-t Pof.;it:i.on 
North l)~:!locit'.:i 

Ea<:;t l)c;::·loc:i.t'.:! 
Local Oscillatcir Phase 
Lcical Oscillator Frequenc~ 

t :i. Me of 
the l CiCi:l 1 

ve 1 cic :i. t~! 

This iMpleMentation allows estiMates of clock paraMeters to 
be Made with - three staticins when apprcipriate geoMetr~ is 
available. After the oscillator's paraMeters have been 
estiMated, operation can continue for a liMited tiMe with 
two stations or in poor geoMetr~. 

The state variables that are estiMated in the navigation 
solut:i.on <:!rt:·! 

x :L 

x::i 
X,.t 
X~.'i 

Latitude 
Lon(:.l :i. tu de 
North V<:~locit'.:! 

East ~Ji::.•locit'.:! 

Local T:i.1•1•?.·! 
Fr f.~<=tuenC'.:! Dffs;et 

The position and velocity cciMponents are the desired 
navigation outputs. The unknown local tiMe Must be estiMated 
for direct range operation. When a cr~stal oscillator 1s 

used for Maintaining the local tiMe referencet the frequenc~ 
offset is coMputed. 

Th<::· MOdE• l of the ~:; '::) S t. 1;-:• M ~::- USE!d for for Mu 1 at i n<;_i th!:·! f:i.lter l <; 

X:I. :t 0 T 0 () 0 x :L 
X'·; .I. •• 0 :I. 0 T () (I X'» J .• 

X3 - 0 () l () () () ajt X::l -X'l () 0 0 l 0 0 x 't 
\•"a::· 
.1-....i () 0 () () 1 T x·=· d 

X6 () () () () 0 :I. Xf.i 

The MeasureMents are the tiMe of arrivals froM the Loran 
stations. The MeasureMent Matrix will be. 

H :::: LlKcD<:;([:n)~t_:.:s;in(Bn)t OtOtltO 

1,JhE•r-i-:! I ... rt.·!lat.i~~; 

bi:~ar i no:_:;, .::inc:;, l i·?.· to 
M :i. crosf.-•cond!::­
thf~ station 

di !5-l:.-c::nce 
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ESTIMATION OF OFFSET 

The position estiMated froM the position fixing lS the best 
available position. The oscillator phase and frequencs 
relative ta the position fixing chain tiMe is coMputed b~ 

the six-state variable filter. The offset to the second 
chair1 tiMe is the expected station tiMe of arrival Minus an~ 

known additional secondars phase factor difference. The 
quantits left over is the chain offset. These values far all 
secondaries are coMbined and filtered to provide the 
estiMate of offset. A one state variable KalMan filter is 
USE•d • 

In the calibration Mode 
v<:ir :i. at...-.1 E·<:; 

·rr \":·q 1..1i::-~n c ':I 
.:-:~ ~:. -1: .. :i. i ... l a t .. (·:·:· c.i a r t·:· 

off-::;E-~t an;::i tht:· 

The state variables are 

the receiver lS not Moving. The 
the priMars GR! tiMe, the oscillator 
offset to the second CRI. 

T 
I 
... .. 

TiMe of PriMars GRI 
Oscillator Offset 

OFF TiMe Offset ta Second GRI 

The transition Matrix ls 

:I. T 
0 I 0 :I. 0 

0 () :I. 

The s~steM driving function covariance Matrix is 

I[) 0 [) I 0 D~~ 0 
0 0 0 

The MeasureMent Matrix for the priMar~ state GRI 15 

H :::: I:: l 0 ()] 

The MeasureMent Matrix for the secandar~ GRI is 

H :::: r: 0 () l J 
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GEOGRAPHICAL ACCURACY 

To achieve the full potential of the Loran s~steMt the lines 
of position are adjusted b~ adding the additional secondar~ 
phase factor to correspond, as well as possiblet to their 
theoretical geographic position. The additional secondar~ 
phase factors are derived froM a coMbination of theoretical 
and Measured corrections. Over the coastal confluence zone 
of Loran coverage and the Great Lakest the position error 
due to inaccuracies is atteMpted to be held at .25 Miles 
RMS. Over land accuracies of siMilar Magnitude have been 
achiE~Vf.~d. 

Because of the wide range of conditions of the propagation 
paths and the goeMetr~ over which these accurac~ figures are 
derived, it is not possible to correctl~ extend these 
figures to other Modes of operation. Howevert soMe 
observations can be Made. In the Master independent Mode 
using three secondaries and a h~perbolic solutiont the 
Master path for all secondaries is the saMe. The correct ASF 
correction can be found b~ subtracting the corrections for 
the Master dependent LOP's. 

In Making a position fix 
the saMe range as a 
e:-:p f.~Ctf.~d • 

using three secondaries an error in 
Master and two secondaries would be 

For direct range operation the ASF for each LOP is applied 
to the corresponding secondar~. The correction due to the 
Master is included in the coMputed clock tiMes. As the 
vehicle Movec;;; the new corrt"!ctions are applied and the 
oscillator tiMe is recoMputed. If the oscillator tiMe can 
not be recoMputed, as when onl~ two secondaries froM a chain 
art:~ rf.~Ct:~ivf~d, thE~ changE~ in the ASF due to th~? Master' will 
increase errorst and the change in ASF should not be 
applied. 

CONCLUSION: 

The increased perforMance derived froM a dual rate, Master 
independent, direct range Loran-C receiver can be obtained 
at a ver~ Modest increase in hardware cost. The 
iMPleMentation in a Loran coMponent allows the advantages o~ 
these techniques to be enJo~ed in Man~ applications without 
a separate developMent for each application. 
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THE ROLE OF THE BOWDITCH NAVIGATOR AND 
LORAN C IN THE PROMOTION OF EFFICIENT 

AND SAFE VESSEL OPERATIONS 

Thomas A. King, Jr. 
Bowditch Navigation Systems 

40 Pleasant Street 
Portsmouth, New Hampshire 03801 

ABSTRACT 

The advances made in electronic navi­
gation systems during the past decade have 
been significant. Presently, a navigator 
can choose among numerous navigation re­
ceivers the one best suited to his ship's 
needs, both in terms of the operating areas 
covered and the degree of position accuracy 
provided by a given system. Refinement of 
the Loran C system has produced accurate 
position data that is continually available 
for vessel positioning throughout the United 
States coastal confluence and port areas. 
And Loran C coverage is becoming available 
through more areas of the world. But elec­
tronic navigation receivers provide, at 
best, only data which must be transferred to 
a chart for a meaningful display of the 
vessel's position. The Bo~ditch Navigator 
MK-I, an automatic visual positioning aid 
(AVPA), provides the navigator with a chart 
display continuously indicating the vessel's 
position. The MK-I optimizes Loran C fixes 
and automates the process of transferring 
the position fixing data onto the chart. The 
AVPA system gives the operator a represen­
tation of position he can instantly assimi­
late resulting in safer and more efficient 
navigation. 

BACKGROUND 

Past navigation practices have required 
time-consuming data gathering, evaluation 
and calculations followed by the transfer of 
that data to the nautical chart for a mean­
ingful position display. Once a position is 
finally plotted, it is for all practical 
purposes where the vessel was; not where it 
is. 

The Bowditch Navigator MK-I, an automatic 
visual positioning aid (AVPA), automates 
this task and significantly lessens the 
conning officer's burden of position fixing, 
leaving him time to concentrate on traffic, 
communications and his obligations under the 
rules of the road. Additionally, the Bow­
ditch Navigator provides a means to cross 
check traditional navigational and piloting 
practices, reducing the chances of unde­
tected human error. However, this auto­
mation is most accurate with an electronic 
navigation system such as Loran C providing 
the basic position data. 

Over the past decade, there has been a 
significant growth in the areas of offshore 
petroleum and mineral exploration and pro­
duction, vessel size, traffic density and 
subsequent traffic lane configuration 
schemes. Correspondingly, there has al so 
been an increased awareness and concern for 
the environment and the losses of life, 
cargo and vessel caused by vessel ground­
ings, rammings and collisions. The passage 
of the Port and Tanker Safety Act of 1978 is 
one demonstration of this growing industry­
wide concern. 
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The events of several successive winters 
have demonstrated the need for an automatic 
precision Loran C positioning system which 
has both port and coastal capabilities. The 
Atlantic and Gulf coasts of the United 
States alone were the scene for numerous 
vessel casualties like the loss of the Argo 
Merchant. 

Vessel movement came to a virtual stand­
still in Northern ports as ice submerged and 
removed floating navigational aids. Pro­
longed periods of fog closed ports such as 
Galveston for days on end. The end result: 
increased shipper costs and underutilized 
port facilities. 

Sudden weather disturbances degrade radar 
performance while at the same time obscuring 
visual ranges and markers. The Sunshine 
Skyway Bridge tragedy is one memorable 
result of such circumstances. 

Planned reductions of the number of 
floating navigational aids and the accepted 
tendencies for vessel operations to continue 
in even the most restricted visibilities 
without adequate vessel positioning infor­
mation may very well set the stage for 
future marine casualties, many of which can 
now be avoided. 

Let's take a moment and look at the 
conning officer. His ability to success­
fully perform the job is dependent on a 
number of factors; training, experience and 
available information, to mention a few. 
Like all of us, he uses all of his senses 
to perform his job. His visual perception 
is the most important sense. To complement 
his efforts and support his perception, 
technology has contributed such aids as 
radar, ARPA and the numerous electronic 
radio navigation positioning systems. 

Radars and ARPAs present meaningful but 
incomplete pictures of the situation. Their 
performance can be significantly degraded in 
certain weather conditions. However, their 
information is very often subconsciously 
absorbed and utilized. They represent 
something almost tangible, that is, some­
thing that can be interpreted, digested and 
used in its present form, a picture. How­
ever, there remains a serious deficiency in 
current position information. While this 
same technology has provided very accurate 
position data, it has not presented it in a 
meaningful or assimilable form. For example, 
if you were told your position was Latitude 
43 1 04.56'N, Longitude 070' 45.47'W or TD1 
13709.1, TD2 26016.2, you could no more 
satisfactorily determine your position than 
you could determine the relative position of 
surrounding ship traffic in a thick fog 
without radar. By itself, a numeric repre­
sentation of position cannot be translated 
by the mind into a useful picture of the 
ship and its surroundings. So traditionally 
that numeric representation is plotted on a 
nautical chart to define these spatial 
relationships. 



The primary objective in marine navi­
gation is accurate ve~sel positioning. The 
frequency of positioning is dependent on the 
surrounding circumstances. Inland waters 
and port approach areas require continual 
positioning. The coastal confluence areas 
are most demanding. It is here that the 
watch officer makes the transition from a 
leisurely open sea watch to one which is 
highly demanding. Increased traffic density 
and irregular traffic patterns at times 
require his complete attention. Accurate 
positioning becomes very critical as the 
vessel moves into confined waters with 
shoals, obstructions and traffic schemes. 
Today's navigation procedures, while the 
results are more accurate and easier 
achieved, are much the same as they were 500 
years ago. It still remains the navigator's 
responsibility to manually collect, evaluate 
and select from the numerous navigation 
sensors and instruments the data he needs to 
manually plot on the nautical chart to gain 
a meaningful display of position. 

And where is this most important task 
performed today? Back in the chart room 
away from the conning station. The work 
load is further increased as port arrival 
and departure tasks are peFiormed. Trade 
offs take place. Vessel positioning during 
certain periods of the voyage may take a 
back seat to collision avoidance or communi­
cations. Generally, all ends well but too 
often, it does not. 

Ship owners and port managers must run 2 

cost effective operation to remain viable, 
yet safety is a vital ingredient for any 
successful operation. The Bowditch Navi­
gator, working with Loran C, provides the 
means to achieve safe and efficient vessel 
operations in all weathers. 

THE BOWDITCH APPROACH TO ALL WEATHER 
PRECISE POSITIONING WITH LORAN C 

The Bowditch approach to precise vessel 
positioning with Loran C calibrates the 
entire navigation system including the 
nautical chart to an appropriate charted 
reference point, e.g., intersection of 
channe~ ranges. The advantage of this ap­
proach is that the system is calibrated to 
the surrounding local geography. The cali­
bration process involves the calculation of 
a system differential or offset. The sys­
tem's differential is composed of the dif­
ference between the position's theoretical 
and actual time differences, receiver bias 
error, chart error, MK-I system error and 
grid bias errors. MK-I system calibration 
is a single key user-performed procedure. 
It very simply consists of re-initializing 
or re-entering the vessel's actual present 
position on the nautical chart via the 
cursor keys (Figure 1). The procedure can 
be performed at a dock prior to getting 
underway or at any time the vessel is making 
way. It should be pointed out that the 
calibration is local with no general rule of 
thumb to determine its effective range. 
However, the Bowditch Navigator can store a 
table of system differentials which are 
automatically applied at the appropriate 
geographic position as the vessel proceeds 
along its planned route. The result is 
continual precise vessel positioning as the 
vessel proceeds along its track. It should 
also be mentioned that the degree of 
position precision is dependent on the re­
ceiver's resolution. That is, a . 1 micro­
second receiver will not provide position 
accuracy to the same degree of precision as 
will a .01 microsecond receiver. 

Underway Channel Calibration Upcoming Calibration Point. S+a+ionary Loran Calibration 

gated channel 

Ooo''-\ 
~ 

I 
I 
I 
I 

vessel's actual 
position at 1200 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

1. Initiate Loran calibration via present 

position entry ., •. 

2. Move cursor to planned calibration 

poi ot between the gated buoys. 

3. Adjust cursor's position accordingly 

as vessel approaches calibration 

poi ot. 

When vesse I arr i yes at- ca Ii bra+ ion 

point press 

brat ion. 
II +o perform ca Ii -

MK-I 1 s calculated value will be au+o-

matically applied to future incoming 

posit ion data. 

MK-l's Loran position indicated by screeo 
cursor at- 1200. Difference between ac­
tual and Loran position is the system 
error. 

visual harbor 
ran9e 
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1. lni+ia+e Loran cal ibrat-ion as aboYe. 
2. Move cursor to vessel's actual position 

wi+h respect +o sea buoy. 

3. Press Ill +o perform cal ibra+ion. 

4. MK-1 's calculated value wi II be auto­
matically applied +o future incoming 
position data. 

r+::-1 1 s Loran position 

vessel's actual 
posit-ion 

sea buoy 

j 



Precise Loran C positioning can also be 
achieved in instances where past MK-I system 
port calibration values are not available 
and Loran C time difference waypoints are 
available, such as those which have been 
published by the U.S. Coast Guard. These 
values are entered by their respective 
Latitude/Longitude positions. 

One of the most significant attributes of 
the Bowditch system is that it does not 
require pre-programming for a specific 
operating area and it does not require out­
side support services. It can be used at 
any location around the world where a stable 
electronic navigation system provides cover­
age. 

THE BOWDITCH NAVIGATOR HK-I 

The Bowditch Navigator's primary feature 
is present position displayed automatically 
and continually on a familiar nautical 
chart. Why a nautical chart? Nautical 
charts are familiar to all who venture to 
sea. They include an enormous amount of 
lnformation which is readily assimilable and 
necessary. Any display of present position 
which does not utilize the standard nautical 
chart, e.g., numeric position data, CRT 
channel outline displays, is incomplete. In 
addition to displaying present position, 
nautical charts are used for route planning. 
These same tasks can be performed with the 
Bowditch Navigator through its waypoint 
sailing and navigational hazard warning 
features. When an operating mode is se­
lected, e.g., Loran, SatNav, Omega, Decca, 
D.R., the vessel's position will be updated 
by that mode's incoming data. When in the 
Loran mode, position updates will occur as 
frequently as every second. The MK-I's 
microprocessors continually evaluate and 
process all available Loran secondaries 
(TDs) considering such factors as GDOP 
(geometric dilution of position), SF and ASF 
corrections. When the satellite navigation 
mode is selected, position updates occur 
with each valid transit satellite pass. 
Between satellite passes, positions are 
updated by either dead reckoning or one of 
the alternate radio navigation system modes, 
e.g., Loran, Omega. 

The development of the Bowditch Navigator 
MK-I required the development and appli­
cation of technology in the areas of photo­
graphy, optics, electronics and electro­
mechanics. 

The visual display of ship's position on 
the nautical chart is derived from an op­
tical projection of a Bowditch Microchart 
onto the viewing screen of the MK-I. The 
Bowditch Microchart is a full color film 
transparency of a single standard NOAA or 
DMA nautical chart. The individual films are 
permanently mounted in durable cassettes for 
easy storage and retrieval. The specific 
Microchart for the appropriate coverage area 
and scale is selected just as a correspond­
ing paper chart would be selected. The 
amount of Microchart area in immediate view 
is dependent on the loaded Microchart' s 
scale. With a typical harbor chart loaded, 
approximately three square miles is immed­
iately viewable. Other areas of the Micro­
chart may be easily viewed by initiating the 
Microchart viewing feature. The smallest 
scale Microcharts will provide immediat6 
viewing areas in excess of 1500 miles. 
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When a Microchart is loaded into the 
Bowditch Navigator, it is actually placed in 
the Microchart transport mechanism which is 
under control of the MK-I's computer. The 
transport mechanism is responsible for 
precisely positioning the Microchart in the 
optical system. As the Microchart is 
positioned in the optic system, the vessel's 
present position is displayed on the front 
screen at the screen cursor. 

CONCLUSION 

Loran C is a proven electronic navigation 
system which has the inherent characteris­
tics of stability and position repeatabil­
ity. Its precise positioning capabilities 
have been demonstrated and provide a basis 
for a precise knowledge of position. The 
Bowditch Navigat6r MK-I is the first Navaid 
to fully utilize Loran C's potential. 

The MK-I's ability to provide and display 
meaningful, precise, all-weather position­
ing, without outside services, and in both 
inland and offshore waters around the world, 
makes the system truly cost effective. The 
implementation of such a standardized 
navigational system will have a positive and 
significant impact on the efficiency and 
safety of vessel operations, ultimately 
aiding in the prevention of vessel casual­
ties. 
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A COMPARISON OF 

METHODOLOGIES FOR AIRBORNE 

LORAN GRID DATA GATHERING 

Robert E. Voigt, Captain, USAF 
Robert S. Wester,Captain, USAF 
Eglin Air Force Base, Florida 

ABSTRACT 

The usefulness of loran in many applications 
is dependent upon the relative accuracy of 
the hyperbolic to geodetic conversion pro­
cess. The non-homogeneous nature of the 
earth surface causes warpage of the loran 
signal and introduces a source of position­
al error. A model for the secondary phase 
correction term developed from known Time 
Difference/Latitude-Longitude pairs can 
offset effects of warpage. The three known 
methodologies for gathering airborne data 
over a large area are compared: radar/photo­
theodol i tes, RF- 4C pho:to-mapping, and the 
Completely Integrated Reference Instrumen­
tation System (CIRIS). 

I. Introduction 

The usefulness of loran in many appli­
cations is dependent upon the relative 
accuracy of the hyperbolic (loran time 
difference-TD) to geodetic (latitude/longi­
tude) coordinate conversion process. 
Changes in the propagation medium over which 
the signal travels will disturb the smooth 
hyperbolic lines of position (LOP) in loran 
and will introduce a source of significant 
positional error during TD/Lat-Long conver­
sion. This error is a result of the simple 
fact that the loran grid is not directly 
related to the geodetic grid. The dif­
ference between loran TDs measured with a 
receiver and TDs calculated using a homoge­
neous conductivity model is referred to as 
warpage. Loran warpage can be corrected 
during coordinate conversion by using an 
appropriate model for the secondary phase 
correction term. 

In the AN/ARN-101 Digital Modular 
Avionics System (Di~S) used in F-4E and 
RF-4C aircraft the effect of loran warpage 
is corrected through a two part procedure. 
The first part operates as an off-line 
computer program called WARP and requires 
a data base of measured TDs and latitude/ 
longitude pairs to generate a set of 15 
coefficients for each loran station. These 
coefficients are used in the second part of 
the process to compute the secondary phase 
correction term each time the ARN-101 does 
a coordinate conversion. The warpage is 
corrected by using the coefficients to 
estimate an effective wave impedance for 
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the secondary phase correction of each 
loran time of arrival (TOA). If the 
coefficients are not available, the ARN-101 
system will automatically degrade to stored 
constants representings a sea water model. 

Precision coordinate conversion by the 
ARN-101 in areas of warpage requires an 
accurate paired data base of measured TDs 
and geodetic position for input into the 
WARP program. This paper presents a 
comparison of the three known methodologies 
for gathering airborne loran grid data: 
radar/phototheodolites, RF-4C photo­
resection, and the Completely Integrated 
Reference Instrumentation System (CIRIS). 
A general description of loran, the ARN-101, 
warpage, and CIRIS is provided before 
comparing the methodologies. 

II. General Background Information 

Loran 

A loran position fix is determined by 
measuring the TOA of loran signals from 
three stations (Master, Slave A, Slave B). 
The two slave transmissions are initiated 
by the arrival of a master station signal 
at the slave statinns and the loran fix is 
obtained by measuring the difference of the 
TOA at the receiver of the master and the 
slave signals. The TDs for each master/ 
slave pair (TDA and TDB) describe an hyper­
bolic LOP for a constant TD and the inter­
section of the TDA and TDB LOPs describe a 
loran hyperbolic fix as shown in Figure 1. 

SLAVr Ii 

Fig 1. Hyperbolic Lines Of Position 



In theory the hyperbolic grid described 
by the LOPs may be easily converted to a 
convenient geodetic grid, however, non­
uniform conductivities of the terrain cause 
warpage. Since the loran TDs, measured at 
a given position, are a function of the RF 
transmission characteristics of the ground 
over which the signal must pass, a known 
position may be characterized in terms of 
an effective impedance relative to a loran 
transmitter site. 

ARN-101 DMAS System Description 

The ARN-101 is a navigation, weapon 
delivery, and sensor management system 
installed in the F-4 to provide all-weather 
navigation and weapon delivery capabilities 
to the aircraft. The ARN-101 employs 
fourteen Line Replacement Units (LRUs)which 
include a central digital computer, a signal 
data converter (for analog-to-digital and 
digital-to-analog conversions), a loran 
receiver, and a digital IMU. The naviga­
tion computer uses both inertial measure­
ment and loran receiver inputs to provide 
an improved navigation function via soft­
ware Kalman filtering. In each navigation 
mode, position information is available 
in three coordinate references: latitude/ 
longitude, universal transverse mercator 
(UTM), and loran TDs. The system is de­
signed to degrade through the following 
navigation modes as subsystems are lost: 

1. Integrated loran/inertial 
(prime mode) 

2. Loran with inertial velocity 
aiding 

3. Loran with true airspeed (TAS) 
aiding 

4. Inertial only 

5. Loran only 

6. Dead reckoning (TAS and 
heading) 

In weapon delivery modes, navigation 
and steering functions are provided by the 
ARN-101 to allow accurate weapon deliveries. 
The weapon delivery modes aided by the ARN-
101 are loran blind, sensor aided blind, 
and visual weapon deliveries. In both 
navigation and weapon delivery modes, the 
ARN-101 can direct sensors to destinations, 
targets, or offset points for navigation 
updates, and for sensor-aided weapons 
deliveries. 

WARP Program 

The warpage coefficient generation 
program (WARP) was developed by Lear Siegler, 
Inc. (LSI) as off- line support software for 
the loran navigation function of the ARN-
101 and models the effective impedance for 
a predetermined coverage area via a least­
squares fit regression model. The WARP 
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program was developed to model the second­
ary phase effects and generate the warpage 
coefficients for a fourth order polynomial 
used by the ARN-101. WARP was assembled by 
combining several theoretical methodologies 
which characterize low frequency wave pro­
pagation over varying terrain conditions. 
It uses mathematical routines to fit 
observed data (TD/Lat-Long pairs) to an 
impedance surface model, and performs 
statistical analyses of the modeling process. 
The current version of program WARP is a 
composite of original LSI methodology and 
several new routines designed to enhance 
program execution and provide expected 
position error estimates over portions of 
the loran hyperbolic grid. The program has 
been coded in ANSI standard FORTRAN-66 and 
implemented on the CDC-6600 and CYBER-176 
computer systems. 

The area for which a given set of war­
page correction coefficients is valid 
represents a relatively small portion of 
the total loran triad coverage area. This 
area is known as the prime area for WARP 
and is defined as that area of interest for 
which accurate TD versus geodetic position 
data has been collected. 

The prime area is defined by the geo­
detic positions (latitude and longitude) 
of its southwest and northeast corners 
(Figure 2). The uniform distribution of 
data points within the prime area is very 
important. Ideally, when the prime area is 
divided into square cells which are S 
nautical miles (nm) by S nm in size, each 
cell should contain a minimum of at least 
one data point. This distribution insures 
that the prime area will be accurately 
modeled. More data points per cell in the 
prime area will generally result in a more 
accurate model. Program WARP calculates an 
average constant impedance value for the 
four areas outside the prime area. 

- - - - - - - - - -, r-
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Fig 2. Program WARP Area Definitions 



CIRIS System Description 

The CIRIS system was initially designed 
to provide a highly accurate, realtime, 
position velocity, and attitude reference 
for flight tests of inertial navigation, 
guidance, and radar systems. This airborne 
automated system was configured to be 
carried aboard both cargo and fighter test­
bed aircraft as well as used in a mobile 
testing van. Utilizing ground-based trans­
ponders positioned in a triangular pattern 
along the flight path of the aircraft, the 
CIRIS system provides a mobile positional 
reference capability which can be deployed 
worldwide. Position accuracy to 13ft in 
three axes and velocity accuracy to 0.1 
feet/sec in three axes provide the Air Force 
with a valuable airborne test facility for 
use in development and verification of 
navigation systems. 

III. Data Gathering Methodology 

The loran warpage data base consists of 
loran TDs and corresponding geodetic lati­
tude-longitude positions. The accuracy of 
the final conversion process in the ARN-101 
is directly related to the accuracy of this 
measured data base. Three methods for 
gathering airborne loran grid data accept­
able for input to the WARP program have 
been demonstrated at Eglin AFB, FL (EAFB). 

The Southeast U.S. Loran-C chain or 
Gulf-Coast Chain (see Figure 3 for chain 
specifications) was initially modeled in 
May 79 using unique EAFB radar/phototheodo­
lite test resources and an ARN-101 modified 
F-4E. Later that year the data collection 
process was repeated and the validity of an 
RF-4C photo-resection procedure was estab­
lished . This procedure has been adopted 
as the standard USAF methodology and has 
been used to map warpage in portions of 
Korea, Europe and Nevada. The feasibility 
of using CIRIS for loran grid data gathering 
was demonstrated in Dec 81 at EAFB in sup­
port of a grid prediction development effort 
by Jaycor. Each of these procedures are 
unique and offer technical, cost, and sche­
dule advantages or disadvantages. 

'•""'"" 
c..,,. I "''''' .,_ 

l .. 9•tv .. «•9<• I 
)C-19·1~ 

flo., .. ,,. 
~~::~::;: '• JO-&l-llCI" 

90-H·'l ~"" H<o-d"' LSJ91->,> 

~::':':" .. •l'•· ,,_.,,._"" "'" ••«•"""'' 
n.o:-:i.• 

J••"" Ol,COO.> 
eoo<-•lll• ,., .... c, //Ol!S,1 

J<Ol-•i . (., ..... n-\'-" '" \•<'""'' /1'1"·' 

Fig 3. SE U.S. LORAN-C Chain Configuration 

Radar/Phototheodolite Procedure 

The reconfiguration of the East Coast 
Loran C chain and the activation of the 
Gulf Coast chain in 1979 established a 
requirement to model the loran warpage for 
the EAFB range complex in support of on­
going AN/ARN-101 developmental flight 
testing. Loran TD and aircraft positioning 
data were gathered during F-4E missions 
which were flown throughout the prime 
coverage area (PCA) on mosaic flight 
profiles (see Figure 4). Continuous 
AN/AFP-16 radar using beacon tracking 
provided accurate time-space-position 
information (TSPI) of the aircraft. 
Additional accuracy was provided by a network 
of phototheodolites. The radar was used 
to monitor aircraft position on the desired 
profile and was the primary source of TSPI 
when phototheodolite coverage was not 
available. The radar data are accurate to 
within :3s feet in position and :10 feet 
per second in velocity. Normally, three 
phototheodolites were used to yield a 
position accuracy of :3 feet, Usin7, 
successive positions to determine velocity, 
the phototheodolites were accurate to 
within :1 foot per second. 

The data gathered from the radar 
coverage and phototheodolite coverage were 
merged in the following manner. First, the 
bias in the radar coverage was estimated 
from the phototheodolite data and removed; 
then the radar data were combined. The 
data of the radar closest to the aircraft 
were weighed more heavily than those of the 
second radar. The resulting merged data 
were accurate to under 100 feet throughout 
the primary coverage area. 
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The F-4E aircraft used in the data 
collection were specially instrumented to 
record and time tag loran positioning data. 
This instrumentation data was merged with 
the dual radar/phototheodolite space posi­
tioning data to provide paired Lat/Longs 
and TDs as required by the WARP program. 

"'""'~-------

Fig 4. Gulf Coast Modeling Flight Profile 



Data points were selected which minimized 
the aircraft positioning errors, normally 
less than 100 feet, and which satisfied 
the 5nm distribution desired by WARP. 

This procedure could be completed in 
less than 2 months and would cost approxi­
mately $16K for the EAFB PCA as indicated 
in Figure 5. The cost for a 10,000 nm2PCA, 
if radar coverage was available, would 
increase to approximately $76K and would 
take 2 mos to accomplish. The overriding 
disadvantage of this procedure is that 
accurate radar coverage over the entire 
PCA must be available. For this reason, 
even though cost and schedule criteria are 
excellent, the procedure is unsatisfactory 
for operational use. 

RF-4C Photo-Resection Procedure 

RF-4C photo-mapping aircraft equipped 
with the ARN-101 were selected for opera­
tional loran grid data collection due to 
their unique capability to accurately 
record position and loran data worldwide. 
RF-4C aircraft are tasked to fly a 5nm wide 
mosaic profile over the PCA (Figure 4) and 
at 4-6 second intervals the KS-87 camera 
photographs the present position of the 
aircraft. The loran TDs for that point 
are printed on each frame of film via the 
AN/ASQ-154 Data Display Set which has a 
predicted 200 feet accuracy. The processed 
film is forwarded to the Defense Mapping 
Agency (DMA) to determine the aircraft 
latitude/longitude via photo-resection of 
RF-4C photographs. This process is ex­
tremely time-consuming (3-6 months) and 
requires an extensive data base of known 
geographic locations which is not always 
available, especially in potential war 
zones. 

The development of warpage coefficients 
using this procedure for a standard 10,000 
nm2 PCA (3-4 times EAFB coverage) would 
require 6-12 months and would cost approxi­
mately $131K (See Figure 5). It should 
also be noted that the photo gathering 
capability of the RF-4C is highly weather 
dependent and collected data could be de­
termined to be unuseable several months 
into the resectioning process. The sche­
dule for this method of data gathering is 
therefore extremely optimistic. 
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CIR IS 

The CIRIS system, when utilized in a 
loran data gathering application, consisted 
of the following units installed in a SUU-
16 gun pod shell: 

1. Hewlett Packard HP2UlXE host 
computer to control measurement devices, 
process data, produce and record position 
and velocity reference data. 

2. Litton LN15 inertial navigation 
system for attitude, position, and velocity 
comparison data. 

3. Sperry air data computer for 
computing barometric altitude, airspeed, 
and wind. 

4. Cubic Corp. radio-range/range­
rate/interrogator system (RRS) to calculate 
position and velocity data. 

5. Time code generator for data 
time reference. 

6. Magnetic tape cartridge data 
recorder. 

The CIRIS pod is mounted on the centerline 
station of an RF-4C (or F-4E) ARN-101 
modified aircraft. There are no physical 
modifications required to the aircraft. 
The pod mates with the Class V Pave Tack 
centerline harness and utilizes Pave Tack 
electrical and signal connectors. A minor 
modification was made to the ARN-101 soft­
ware to display statistical performance 
indicators on the Pave Tack video. This 
allows the Weapon System Operator (WSO) 
to monitor CIRIS, loran, and ARN-101 
airborne status. The CIRIS pod is com­
pletely automated and requires no crew­
member interface. 

CIRIS accuracies are directly dependent 
upon the RRS measurements. The RRS in­
cludes ground based transponders in ad­
dition to the ai~borne equipment carried 
in the pod. The transponders are rugged, 
transportable, self-contained units capable 
of sustained operation at a remote surveyed 
site. A minimum of three transponders are 
necessary at any time in flight for pre­
cision accuracy and a total of 7-8 are 
reauired for a 10,000 nm2 PCA at ZOK 
mission altitude. The transponders are 
deployed at first order surveyed points 
in a triangular pattern separated by a 
distance which will provide total grid 
coverage with the greatest positional 
accuracy (see Figure 6~. The airborne 
interrogator and HP21MXE uses the line-of­
sight range and range rate to each trans­
ponder to compute a position and velocity 
estimate using a time-phased triangulation 
scheme which is the key to the CIRIS 
accuracies. The signal, in traveling to 
the transponder and returning, experiences 
a delay in place that is proportional to 
the slant range distance traveled. Range 
rate is measured by determining the doppler 
frequency shift of the signal exchanged 



Transponder Sites 

• Loran Transmitter 

Fig 6. CIRIS Coverage of EAFB PCA 

during interrogator-transponder interaction. 

The CIRIS system offers an all weather 
data collection capability with minimal 
(2-3 hrs) data reduction turn-around. It 
is dependent only upon the positioning of 
transponders. One engineer and four tech­
nicians are normally required to support 
and maintain the system during a deploy­
ment. In the EAFB CIRIS data gathering 
effort, five missions were planned to fly 
the entire coverage area as indicated in 
Figure 6. Eight missions were actually 
flown, six of which were considered success­
ful. Two missions were lost due to mecha­
nical failures and one mission was flown 
to gather data omitted during earlier 
missions. 

Data for a 10,000 nm 2 PCA could be 
collected in 2 mos at an estimated cost 
of $76K. Detailed cost and schedule in­
formation is provided in Figure S. The 
primary disadvantage with CIRIS in this 
role is availability. CIRIS resources and 
manning are currently inadequate to 
support numerous development efforts and 
are therefore only able to support opera­
tional requirements on a workload permit­
ting basis. 
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IV. Summary 

Although three methodologies for 
gathering airborne latitude/longitude-TD 
pairs have been used, only RF-4C photo­
mapping appears to be able to support the 
operational ARN-101 fleet. The CIRIS 
system offers obvious cost and schedule 
advantages, however, the non-availability 
of the system for operational support will 
essentially rule out this approach. 
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ABSTRACT 

A simplified algorithm is described 
for direct coordinate conversion, from 
a pair of Loran time differences to the 
latitude and longitude of the receiver. 
This algorithm is based on the approach 
of Razin, with simplifications which 
facilitate its use without significant­
ly degraeing the accuracy. The asso­
ciated constants for each Loran-C chain 
are tabulated, and sample calculations 
for each chain are presented to verify 
the method. 

INTRODUCTION 

The process of coordinate conversion 
from a pair of Loran-C time differences 
(TD's) is a routine task which can be 
performed internally by several Loran 
receivers, or on a programmable hand 
calculator. In either case it is de­
sirable to seek an efficient algorithm 
which minimizes the storage require­
ments of the device, and time for execu­
tion. In the context of marine naviga­
tion it is desirable to preserve a 
degree of precision commensurate with 
the inherent accuracy of the TD's. 

The mathematical relations between 
TD's and geodetic coordinates (latitude 
and longitude) are most straightforward 
for the inverse problem. There the 
coordinates are known and TD's are 
determined, in terms of the differences 
in geodesics corresponding to the rele­
vant proDagation paths. The same equa­
tions can be used in an iterative 
manner for the probJem of coordinate 
conversion, assuming an approximate 
position and proceeding iteratively to 
compute the corresponding TD's and their 
gradients until a suitable degree of 
convergence is achieved. However this 
approach is time-consuming, and re­
quires an initial specification of the 
assumed position. 

Razin's alzorithm [l] permits a 
direct conversion from a pair of TD's 
to latitude and longitude, and is par­
ticularly efficient for routine use. 
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The principal complication is the deter­
mination of various auxiliary constants 
which depend on the geometry of the 
Loran chain. However these constants 
are essentially independent of the posi­
tion of the receiver, and can be pre­
computed for a particular combination 
of master and secondary stations, and 
stored for subseauent routine use. 
Explicit formulae for determining these 
constants are given by Fell [2]. 

This paper presents a tabulation of 
the auxiliary constants in Razin's 
algorithm, for the principal Loran-C 
chains, and also describes certain 
simplifications of the algorithm to 
facilitate its use for routine coordi­
nate conversion. Test results are 
included for each Loran-C chain. 

APPROACH 

In the process of coordinate conver­
sion it is desirable to maintain a 
degree of precision commensurate with 
the inherent accuracy of the TD's, say 
±0.J. µs. To achieve this objective, 
three corrections must be accounted for: 

1) Spheroidal earth correction 

2) Secondary phase correction (SF) 

3) Additional secondary phase 
correction (ASF) 

The first two corrections can be made 
theoretically, but the ASF correction 
generally must be based on local cali­
brations, Uncertainties in the ASF 
correction are the dominant error limit­
ing the overall accuracy of coordinate 
conversion. 

In Razin's algorithm the spheroidal 
correction is made by mapping the 
spheroid onto an osculating sphere which 
has the same total radius of curvature 
at a prescribed tangent point. The 
accuracy of this aooroximation decreases 
with increasing distance from the tan­
gent point, but the error from this 
source is usually neGligible if the 



tangent point is located centrally in 
the Loran chain. For convenience, the 
constants tabulated below are based on 
a tangent point at the master station. 

Secondary phase corrections depend 
on the relevant propagation distances, 
ar~ hence on the unknown position of 
the receiver. This difficulty is over­
come in the original Razin algorithm 
by first determining an approximate 
position without SF corrections, follow­
ed by a second iteration which includes 
the SF corrections. This iterative 
approach practically doubles the com­
puting time required. 

In the simplified algorithm a linear 
approximation is utilized for the SF 
correction, in the form 

SF = T [o. 9~ 94 - 1) - 0.2, ( 1 ) 

where T is the propagation distance 
in µs. The error in this approximation 
is less than ±0.1 µs for propagation 
distances greater than 75 km, as illus­
trated in Figure 1. The principal 
advantage of this linear SF correction 
is that it can be incorporated in the 
Razin algorithm without performing a 
second iteration. 

In summary, the two fundamental 
simplifications outlined here are to 
use a common tangent point for the 
spheroidal correction, and to use a 
linear approximation for the SF correc­
tion. The first simplification enables 
the auxiliary constants to be tabulated 
in advance for a given chain, and re­
duces the total number of constants 
which must be stored. The SF correc­
tion obviates the need for a second 
iteration anc reduces the time required 
for coordinate conversion. The cumula­
tive error from these two simplifica­
tions usually is less than or compa­
rable with the inherent O.l µs toler­
ance. In any event, the errors result­
ing from these simplifications can be 
incorporated in the (much larger) ASF 
corrections, provided the calibration 
to determine the ASF corrections is 
performed with the same algorithm. 

Some additional simplifications of 
the Razin al~orithm can be achieved 
simply by rationalization of the con­
stants and equations from their origi­
nal form in Reference 1. The final 
result of this simplification is shown 
in Figure 2, and in a slightly differ­
ent form in Reference 3. The latter 
reference also describes an auxiliary 
algorithm suitable for determining the 
ASF corrections at a calibration point. 

In Figure 2, TDi denotes the two 
observed time differences, and DTi are 
the coding delays for the corresponding 
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secondary stations. The remaining para­
meters which are not otherwise identi­
fied correspond to those in Reference 1, 
but with some changes in notation and 
normalization as shown in Table 1. 
These parameters are explained briefly 
below. 

The parameter R/V ~s the ratio of the 
radius of curvature divided by the (re­
duced) velocity of propagation, in units 
of microseconds per degree.· The reduc­
tion factor 0.9994 is included to 
account for the linear portion of the 
secondary-phase correction. The para­
meter 8Mi denotes the arclength in 
degrees between the master (M) and each 
secondary station, and K is the included 
spherical angle between two such arcs. 
The "universal" constants Co1' Co2, Co3 
depend only on the coordinates of the 
tangent point at the master station. 
The remaining nine constants. Ci.i depend 
on the coordinates of the master and 
both secondary stations. The latter 
constants, and the parameter K, must be 
determined separately for each possible 
combination of two secondary stations 
in a chain. 
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Auxiliary Constants 

The constants which appear in Table 1 
have been computed in the manner out­
lined by Fell [2], using an HP-41C pro­
grammable hand calculator with 11 sig­
nificant figures of internal accuracy. 
The results, which are tabulated in 
Table 2, are based on the WGS-72 spher­
oid (a=6378.135km, b=63S6.7505km), and 
a propagation velocity v=o.29969116km/µs 
after correction for the index of re­
fraction. Additional inputs are the 
coordinates of each Loran chain, which 
are based on the Chain Data Tables in 
the WGA Radionavigation Journal and on 
USCG Notices to Mariners. 

Referring to Table 2, the first 
column of data for each chain is a list­
ing of the latitude (LAi) and longitude 
(LOi) of the master and each secondary, 
in degrees, minutes, seconds and hun­
dredths of seconds with a decimal point 
separating the degrees and minutes. 
Each secondary is labelled numerically, 
in order of increasing coding delay time 
and in the same order as shown in the 
Chain Data Tables. All latitudes shown 
are in the northern hemisphere. Both 
east and west longitudes have been de­
fined as positive for chains which lie 
entirely within the corresponding hemi­
sphere. For chains which span the prime 
or 180° meridian west longitude is posi­
tive and east longitude is negative. 

The second column in Table 2 lists 
the constants (beginning with R/V and 
ending with C03) which are universal for 
each chain. The remaining columns list 
separately the ten constants which 
differ for each combination of secondary 
stations, designated by the pair of 
numeric labels separated by a comma and 
located above the identifying symbols 
of each column. 

The original constants defined by 
Razin [l] can be recovered from the data 
in Table 2, using the relations listed 
in Table 1. (The extra constant C14 
in Reference 1 is simply the ratio 
a/b=l .00336406.) It should be noted 
that the spheroidal latitude ¢ uti­
lized by Razin [l] and Fell [2] differs 
from the usual geodetic latitude L in 
accordance with the relation 

tan L = (a/b) tan 4' ( 2) 

This transformation is applied to the 
geodetic latitude of each Loran station 
before computing the constants in Table 
2. Similarly, the inverse transforma­
tion to geodetic latitude must be made 
after using the original algorithm of 
Razin [l] if conventional geodetic 
coordinates are used for navigation. 
The latter transformation is included 
in the simplified algorithm shown in 
Figure 1, and the final result is the 
geodetic latitude L. 
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TEST RESULTS 

To illustrate the use of the simpli­
fied algorithm, and test its accuracy, 
sample results are presented in Table 3 
for each chain and combination of secon­
dary stations. In each case an appro­
priate position has been assumed, de­
fined by integer values of the (geode­
tic) latitude and longitude. The 
theoretical time differences at this 
position have been computed directly, 
using Lambert's solution for the 
spheroidal geodesic [3] and the SF 
correction 

SF= 1 [ 2.741282) [0.011402) 
T 129.04323 - o.40758 

[ 
0.00032774815\ < 

+T o.ooo64S76813J'T> 537 µs ( 3 ) 

These theoretical TD's are shown to two 
decimal places in Table 3, with appro­
priate identification numbers (TDi). 
Following each pair of TD's are the 
computed latitude and longitude in 
decimal degrees, as obtained from the 
simplified Razin algorithm with the 
constants in Table 2. The error in 
coordinate conversion can be determined 
in each case from the fractional part 
of the latitude and longitude. 

As an example, the first entry in 
Table 3 shows theoretical TD's for the 
North Atlantic Chain, 7930-W and 7930-X, 
corresponding to an assumed position at 
50°N, 30°W, and a resulting computed 
position of 50.0025°N, 30.0014°W. In 
this case, the error in coordinate con­
version is .0025° in latitude, and 
.0014° in longitude, or 9 seconds and 
5 seconds respectively. Expressed in 
distance, the computed position is in 
error by approximately 0.3km. This is 
the largest error shown in Table 3 for 
any chain. It results in part from the 
width of the North Atlantic Chain, with 
distances up to 2000 km from the tan­
gent point to each of the secondaries 
and to the receiver. Improved accuracy 
will result in this situation if the 
tangent point is placed centrally 
between the master and secondary sta­
tions. However the principal cause of 
error in this particular example is 
poor geometry, with a crossing angle of 
13° between the W and X secondary 
stations. In normal use this pair would 
not be used together. 

The remaining test results in Table 3 
are more accurate, with most errors in 
latitude and longitude less than .0005°, 
corresponding to errors in position less 
than 50 meters. Typically these errors 
are reduced when the geometry is favor­
able, and are consistent with the toler­
ance of 0.1 us in time differences. 
Thus the simplified Razin algorithm 
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presented here is generally compatible 
with the overall precision of Loran-C 
navigation. 

SUMMARY AND CONCLUSIONS 

This paper describes a simplified 
version of the Razin algorithm, and 
gives values of the auxiliary co~stants 
for existing Loran-C chains. This 
algorithm is computationally efficient, 
and the errors associated with its use 
are consistent with the inherent accu­
racy of observed time differences. 

During summer sailing in the domains 
of the Loran-C chains 9960, 5930, 7930, 
and 7970 during the past four years, 
the author has used this method for 
coordinate conversion with programmable 
hand-calculator's and a conventional 
Loran-C receiver. The practical results 
have been extremely satisfactory. 
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C1'!1 3. 75470:37 
C! 1 -4.1502249 
C21 0.6956364 
Cl'l2 -15.6i73687 

C22 7. 287844 7 
Cl'l3 6.9408455 
C13 -2 .. 0286122 
C23 -3,,2745373 

~cw 142. 4H3i'30 
57.262021 

L01 152. 221122 
u:t2 55. 2620B5 

P-lV ?.72. 414358~' 
HI'!! 7.5310305 
HM2 3.8045273 
C91 -0.0054158 
CK -0. 0002427 
C03 0. 000 i342 

r·; i 
·-·ll 

,-.. -, .. 
;_.,:: i 

-3.4:357234 
-1.78301€~3 

C12 -7.0876561 
L2~ -0.2582741 
C"3 4.9813338 
C13 -2:3102823 
.- ·::J 
'-·i..·-' 

' rn.~ 9267476 

CM2 

0.5180708 
-1. 8'3545£. 9 
1.6866416 

-8.5617768 
C!2 4. i6?0703 
C22 5. 1092776 
Cl'IJ 4.45:37997 
Cl3 -0.9264912 



RRTE 7999 

UlM 38. 522061 
LOM i 6. 4305'36 
LiH 35. 31208:3 
LOI 12.3129% 
Ul2 40. 582095 
L02 27.520152 
Li13 42. 033649 
L03 3.121590 

LA1 36.5'1.387~ 

L01 85. 10fj'330 
U~2 42 .. 4210tJ3 
LC2 76.4933::'2 
LA3 48. 364 '38f1 

L03 94.331B5f 

LOP1 118.495637 
LH1 47.034799 
LG1 119:443953 
LA2 38. 4E.5699 
UJ2 122 .. 294453 
Lq3 35.191818 
L03 114c481743 

L0~1 Ji'fl. !45%1 
LP1 52 .. 4'34505 
L01 -173.105231 
L~t:2 t.5.144012 
LD2 lft ... 53144? 
L~3 57. 2E.?821 
L03 152. 221122 

R1i,i 3?1. 4033836 
H!'fl 
H!'f2 
H!'f3 
C01 
C02 
(:03 

4 .. 7286-374 
8.813871 i 

10.7695575 
-0.0029491 
0.0015214 
0.0004570 

H~l 9.0332384 
HM2 8.5134292 
H!'!3 rn. 106337 4 
C81 -8.0030473 
C82 ~.0000668 

C93 9.0015217 

Rt¥ 371,4323469 
HMl 7.5307133 
Hf5:2 2.9473545 
H~3 5. 2'372135 
C01 -0.0030171 
C82 -0.0087442 
(:03 6. 001351:3 

RlV :;72.182625~. 

Ht'!! 10.4128'195 
Hl5t2 8. 24iS8129 
Hf'll ·~. E.465'~34 
C81 -9.0048295 
(02 -0. 00052'37 
CBJ 0.0008910 

TABLE 2 - continued 

j ·J 
l.'"-

K 153. 613%20 
CIH -23. 7005429 
Cll 12.4742953 
pi 11. 630003i3 
C!'!2 -15.%60319 
C12 13.3312565 
C22 3.466?254 
C!'B 29.2160194 
(:13 -20.4271953 
C23 -S.3248394 

CM1 

C21 
Cl'12 
C12 

-9.20619?.3 
2. 70(i3'38:3 

C13 -4.6031865 

t .-, 
L.C 

K 99. 17852€14 
CM1 14.2591470 
C11 -Sz0824'348 

CM2 16.638205& 

C22 -17:7006272 
C!'!3 -3.8653197 
C13 5, 82315'jf 
(:23 -1 = 2t.82237 

C11 -6.19859'35 
C21 -3. 384~155 
C:M2 -6.1221377 
C12 -t~.1548441 

C22 5.799838f: 

C23 4.0877988 
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K 65. i 599398 
CMI 7.2469359 
[11 -2.4432171 
C21 -4. 6703332 
012 -6. 7410634 
C!2 8.8845749 
r.r• -1. 3921546 
Cl'!3 7. 0635924 
C13 -5.7491335 
C23 3.3430579 

t £ 

r 165.~775291 

Ci1 8.3198219 
C21 4.€789832 
CM2 42.4134769 

C22 -21:4242459 

C23 -3,?818071 

Cl! i:l.4237??! 
[2\ 8. 4807\87 
CM2 -29.80043BB 

12.%35722 
C22 17. 54]·3·395 
CM.3 -7 .. 19257'3& 
Cl3 6.6392790 
C23 1~2570015 

i '3 

CM! -28. %09133 
C11 1L5345587 
C21 17. 9824455 
C!'f2 59. 8940% ·~ 

C22 -30 .. 8199785 
CM3 42275572:34 
C13 -20.3330203 
C23 -21.7222628 

K 141. 22t.1·35=j 
f:!'!1 2. i783021 
c 11 i . "104 782'j 
C21 -J.9054176 
CM2 11.6906428 
Cl2 -6.9265994 
C22 -4. 1737126 
CM3 -13.1617034 

C23 t .. 3952895 

.-.,,. 
!_-li 

C21 
rt-;·~· 

C12 

·~4. 6368112 
6~2404101 

-3.2696272 
-3.45'33612 
5.90t.2f57 

-2.3f51t.8? 
CM3 -5~7652773 

C23 4,~658351 

CF1 -6.4614473 

C12 -18,746468'3 

C13 -i0.31?22'32 

K ?0.9060144 
C!'il -3. '12662':·2 
C!l -2.2011378 
C21 6.2857375 
CM2 -6.4584755 
C12 5.8293877 
C22 0. i 570208 
CM3 -2. 50E.6E.77 
C13 3 .. 9765158 
C23 -0.5913080 



RHTE 7970 

LAM 62.175%8 
LOM ? • 042671 
LRi 68.3806i5 
LOi -14. 2747013 
LA2 54. 48298£1 
L02 -8. 173633 
L!B 64. 542658 
L03 23.552175 
L!H ?!i.545261 
L04 8. 43586'3 

RATE 7%B 

LAM 
LOM 
L!'.11 
L01 
Lfi2 
L02 
un 
L03 
Ui4 
L04 

30 .. 5'33874 
85: 100'33(1 
30.433202 
90.4'H360 
26 .. 315501 
97.500009 
27 .. 01584'3 
:30.065352 
34.034604 
77.544676 

TABLE 2 - continued 

HMl if.8714334 
H"2 i0 .. 9185521 
H!fJ 7. %7%41 
HM 8. 63781310 
C01 -0.0053226 
C02 0.0003358 
C03 0.0000417 

RIV 371.0823441 
HM 1 4. 8??0765 
HM2 1L9744164 
HM3 5.9343242 
HM 6.8527846 
C01 -ii.002i%9 
[:02 0.0001785 
C03 0.0021i25 

C~1 6.8757379 
Cll -3.6209269 
C2i -3.3226990 
C!'12 0. 0851613 
C!2 -3.41358% 
C22 3.7972083 
c1n 0. 6449248 
C13 2.0262206 
C23 -1.7754611 

L4 
K 48. 8362'380 

CMl L5i'323'39 
Ct! -7~0237384 

C21 5 .. 4980508 
C:M2 6. 2066122 
~,~ 0 .. 4751720 
C22 -6.2832187 
CM3 -2.2173926 
Ci 3 0. 2079520 
C23 2~9378452 

K 16. 9564937 
CM 1 11. 0570777 
Cl 1 -18. 5216425 
C21 8. 4352282 
CM2 13.3510664 
Cl2 -14.50815:37 
C22 i.2029281 
CM3 -18. 3938125 
C13 32.9774690 
C23 -14.2560444 

1_, 4 
K 153.2450!B2 

C!'!1 20. 989413:3 
C11 -10.7397517 
C21 -9=5022552 
CM2 14 .. 7674934 
C12 -13.3984i.l15 
C22 -1. .J550943 
Cffl -35. 1800595 
C13 19.8256042 
(:23 16.0593844 

39 

L3 
K 108. 6206312 

r· t ~ 
!_-ii 

C21 
Cf'12 
C12 
C22 
on 
C13 
r-·J? 
·-·i...·-· 

-1~6882818 

-3.0314585 
4. 7E.?9223 
9. 8721'350 

-4.0872391 
-5.4488216 
-3. 9312'3'35 
2.3411990 
2.5477061 

K 129. 852532i 
C!'!i 12.5755800 
Cll -6 .. 8583782 
C21 -5.8504682 
CM2 5. 4586255 
C12 0.4639350 
C22 -5.5154654 
C!'!3 -2.5447280 
C13 0. 2030562 
C23 3~ 2738411 

i i 
.i. .' ·J 

K 137 .. 8385921 
C!'H -14. 2314671 
Cll 7.7983373 
C21 7. 3549546 
Cf12 9. 7 44 72t.5 
Ci2 -10.7541.283 
r'' 1.0488728 
C!'!3 24.3453533 
C13 -11. 5048843 
C23 -12.4303!68 

f 170.2015122 
C!'!i 34.E.%%!56 
Cll -11.64i4199 
(:21 -22. 6162743 
CM2 31. 8684056 
C12 -14.52327% 
C22 -17.7155183 
C!'!3 -60.4842659 
C13 21.4900855 
C23 40. 267891 i 

-; ""1 ,.__ . ._, 

K 170.3631335 
Cl'H -45. 7304550 
C11 17.@876397 
C21 29. 28790'3'1 
012 -49. 5087566 
C12 23.0388337 
C22 27.6108595 
C!'!3 30.0825230 
(:13 -13.1%8044 
C23 -i!i.3891095 

3,4 
!:' 59. 7:343329 

CIH -4. 1238497 
C11 8.38:33494 
C21 -4.1748358 
[:!'12 6.5883:302 
C12 -0.5674910 
C22 -5. 62882~,g 
C!'!3 -2.05030?5 
Cl 3 -0. 2483541 
f;23 3.22423€16 

"} 7 
i...'·-= 

K 120.8820948 
CM1 -6.7387332 
C11 2 .. 4992707 
(:21 5.1757577 
CM2 -0.5885424 
G12 -3.4467575 
C22 4. 0542 i4? 
Cl13 13. 29i3257 
C13 -3 .. 6871732 
C23 -9.2153485 

K 6B .. 91639~57 
CM1 0.584747:3 
Cl 1 4. 26097?:3 
C21 -3,. 9972724 
C!'!Z -10. 688393:3 
c12 5.315?n5 
C22 5. 5 ! 265'35 
on 2.4869%:3 
C13 -7.8657740 
C23 5.8971745 



TABLE 2 - continued 

RllTf 9%i:~ 

L2 1..3 2 .. 3 
Lill! 42.425060 RlY 371.5686802 K 49.5711924 I( 131.9192424 K 82.3480505 
LOI! 76.493386 H!'!l 7.5286946 Cl!! t. 9521836 CIH -1.2153953 Cl!! -2.1720626 
Lill 46.482720 Hl!2 5.3023251 Cl I -6.9744937 Cl! -1.617815? Cl! -!. 7221081 
LOI 67.553771 Hl!3 8.6710588 C21 5.7019963 C21 3.5755439 C21 4.6554241 
Lll2 41.151193 H"4 8.5105943 C"2 -10. 4811933 Cl!2 -15.9816801 Cl!2 -10.0102611 
L02 69.583909 C81 -8.8033387 C12 0.796391! C12 10.8982389 C12 10. 7492218 
Lll3 34. 834684 C82 0.8803044 C22 9. 9014913 C22 6.2889162 C22 -0.5315853 
L03 77.54467€. C83 8.8013003 Cl!3 2.816197? Cl!3 6.7464013 C"3 6. 2781129 
Lll4 39.510754 C13 7.2873849 C13 -0.7919203 C13 -0.8429714 
L04 87. 291214 C23 -8.5148952 C23 -5.3394258 C23 -4.8108240 

t.. 4 2 .. 4 3.0 4 
K 160.8843602 I( 150.3444456 K 67.9963970 

Cl'!1 21.2899587 C!H -21.1359989 Ci'H -4.4667539 
Cl! -12.8160613 Cl! 12.5098494 Cl! 4.13921043 
rr .. 
-'" -7.9565816 C2! 9.4996972 C21 I. 1494909 
C"2 23.09876?6 Cl!2 -7.8448407 Cl!2 4.312%58 
Cl2 -9.3474668 C12 9.1241283 C12 2.9845991 
C22 -13.8165688 C22 -1. 0847346 C22 -7.1750840 
C"3 -26.8612551 CllJ 25.8758726 Cl!3 5. 1548623 
C!3 15.9306254 C13 -15.5499971 C!3 -5.0865689 
C23 11. 8817087 C23 -9.8168007 C23 8.5626754 

RATE 9970 
1.2 t..3 'j 7 

L~ --' 

Lill! 24.4!10410 RIY 370.8609516 K 84. 1904970 K 168.470311? K !14.27981?6 
LOI! 141.192980 Hl!l 11. 5516250 m 5.0647396 Cl!! 16. 7644727 CIH -1. 7804334 
LAI 24.170770 Hl!2 18.8267880 Cit -3.7683282 Cl 1 -18.2852230 Cl! -1.3369308 
LOI 153.585150 Hl!.3 12.034!1907 C21 -8.3471024 C21 -6.2578526 C21 3. 6185397 
Lll2 42.443700 Hl!4 15. 4967044 Cl!2 1. 4947638 C"2 -13.2440158 Cl!2 -4.4023053 
L02 143.430906 C01 -0.0016638 Cl2 -3.2847533 C12 4. n_4%22 (:12 0. 6401741 
LA3 26.362499 C02 -0.0019652 C22 I. 0671443 C22 7.8833853 C22 3.1541871 
L03 128.085621 C03 0.0015730 C"3 -t.9530746 Cl!3 -42.9507808 Cl!3 -2. 7727232 
LA4 9.324566 Cl3 -0.4565563 C13 22.3797662 C13 2. 9090472 
L04 138.095523 C23 2. 9683930 C23 21.9285940 C23 0.4384035 

\, 4 2}4 3 .. 4 
K 101. 8630723 K 173.9464292 K 89.6666125 

Cl!! 3.1599096 Cl!! -45.82034?6 Cl'!! -4.2518639 
Cl! -3.6272612 Cl1 21. 7815300 (:11 3.4092815 
C21 0. 9974106 C21 26.6438694 C21 1.5408004 
Cl!2 3.8944533 Cl!2 -42.8604886 (:1!2 -3.1805818 
C12 -3.4624642 (:12 20.7919?% C12 3.2543880 
C22 -1.2564968 C22 23.2247689 en -0. 7377948 
Cl!3 4.72i9532 Cl!3 -8.1181240 (:"3 2.7789715 
Cl3 -0.9508793 C13 5.7099979 C13 0. 8937364 
C23 -3.4950985 C23 3.2289697 c2::. -3. 3526499 
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RATE ?930 RATE 

m 15831. 26 TD1 
TD2 29438.01 TD2 
UH 50.0025 UIT 
LOH 30.8014 LOH 

mt 15831.26 TDl 
TDJ 49135.88 TD3 
UH 49.9998 LIH 
LOH 30.0005 LOH 

TD2 ;?'3430. 01 TD2 
Tii~ 49135.88 TD3 
'H; 50.8001 UH 
LOH 30.0015 LOH 

RATE 7970 RATE 

rn1 14752.31 TD! 
rn2 31674.07 rn2 
LAT 65.0001 UiT 
LOH -4.9998 LOH 

TD! 17399.41 TDl 
TD3 49002.57 TD3 
UH 65.9999 Ll'.!T 
LOH 13.0002 LOH 

TD2 31200.34 TD2 
TD3 50659.13 TU3 
UiT 55.0002 UH 
LOH 9.999? LOH 

TD! 14752.31 TD! 
T!i4 63894.58 Tii4 
LiH 65. 0001 LllT 
LOH -4. 9998 LOH 

TI!2 316?4.0? TD2 
TM 63894.53 TD4 
L!H 65.00i'.11 LAT 
LOH -4. 9993 LOH 

TD3 49002. 57 TD3 
TI!4 t.3457.42 TM 
u:n 66. 0000 un 
LOH 13.0000 LO~i 

7990 

13007.12 
32279.05 
29.9995 
24.9999 

13834.59 
50997.27 

46.9994 
13. 0000 

33658.21 
58997.27 
46.99% 
l3.00iH 

7980 

12462.28 
27905.7? 
25.000? 
89.0001 

124t.2. 28 
45715.16 
24. 9996 
89.0002 

27905.77 
45715.16 
25.0000 
s8.9·m 

13121.64 
E.2205. 36 
37.0002 
87.0001 

30314.04 
t.2205.36 
36. 99'35 
St.. 9·393 

47i85.84 
f.2205. 3f. 
37.0004 
37.9004 

TABLE 3 
TEST RESULTS 

RIHE :3970 

TD! 17518.44 
TD2 31485.52 
UH 45.0002 
LOM SS.0002 

TD! 14904.98 
TD3 49948. 65 
LAT 34.9998 
LOH 94.9998 

TD2 31485.52 
TD3 43503.4i 
UH 45.0000 
LOH 85.0001 

RATE 9%0 

Hi! 13768.21 
Tfl2 25351. 39 
UH 42.0082 
LOH 70.800! 

TU! 15534.93 
TD3 4151.'..3. 46 
UH 36.9999 
LON 74.0002 

TI!2 26660.% 
TD3 415t.3. 4t. 
un 36.9998 
LOH 73. 9999 

Tfl 1 16552. 32 
TD4 58499.82 
UH 42.0000 
LOH 30. 0000 

rn2 266E.0. ·jE. 
TM 58'362. 67 
UH 37.0001 
LON 73. 99'38 

TT':""F 44313.52 !!).:_: 

TD4 58499.8[ 
LHT 41. ·19·:;:~ 
LO~~ 7'01, 999'3 
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RATE ·~·He RiHE 9990 

T!il 13120.35 TD! 16398.99 
rn2 29008.91 TD2 31947.03 
un 45.0001 LAT 62.0001 
LOH 113.1:!0133 LOH 177.99% 

TD1 13i20.35 TD1 17669.03 
TD3 43011.89 TD3 46335.56 
LAT 45.9002 UH 50.9008 
LO~i 112.9998 LOH 160.0002 

TD2 ?7766.14 TD2 34407.66 
TD3 417E,9 .. 16 TD3 46335.56 
LQT 33.9995 UlT 49.9991 
LOi'i 12i. 0003 LOH 160.0800 

RllTE 9970 RATE 49% 

TD! 14532.45 Tiil 16129. 72 
TD2 37185.33 Tf:2 35412.75 
un 32. 0006 LAT 25.0000 
LOH 149.9997 LOH 165.0006 

TD1 14532.45 
TD3 E.2922. 30 RATE 593t3 
LAT 31. 9980 
LOH 149. 99·~1 H1 13597.15 

TD2 10301.B6 
TD2 41924.77 UH 43.9999 
TD3 61552.?S LO~l 64.0002 
UH 26.0006 
LOH 138.8005 

TD! 17418.31 RiHE 5990 
TD4 84416.83 
UlT 21. 9995 TD! 13776.83 
LOH 143.9994 TD2 29i8L.7? 

UH 47.999? 
TD2 41'324.77 uw 130.0003 
TD4 85626.f17 
UH 26.0001 
Lmi 137. 9993 RRTE 7%0 

Tfl3 61552.7:3 rrti i3374,7e ! L'; 

TD4 35626. 137 TD2 28372.20 
UH 25.9991 LHT 54. 9·3·~:3 
LOH 138. 00€11 LOH i4i:l.i:l00! 
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ABSTRACT 

To aid programmers of LORAN-C 
latitude-longitude conversion, we: 

1. Provide reference to the 
literature. 

2. Compare digital "processings-noise" 
for several arc-length methods. 

3. Discuss some practical aspects of 
overland signal propagation (ASF) 
modeling for offshore navigation. 

Comparisons are made of the precision of 
arc-length routines as computer 
precision is reduced. Overland 
propagation delays (ASF' s) are discussed 
and illustrated with observations frcm 
offshore New England. Present practice 
of LORAN-C error budget modeling is then 
reviewed with the suggestion that 
additional terms be considered in future 
modeling. Finally, some detailed 
numeric examples are provided to help 
with new computer program checkout. 

INTRODUCTION 

LORAN-C is a pulsed, 100-kHz, ground­
wave, hyperbolic navigation aid with 
extensive world coverage. Its accuracy 
is conservatively rated at 1/4 nautical 
mile (500 m) over a range of about 800 
nautical miles. Repeatability (a 
measure of the resolution and stability 
of the LORAN observation) is more nearly 
20-100 m. The accuracy with which 
latitude and longitude can be determined 
can approach this level via calibrated 
radio propagation models. Such model 
techniques are currently under study at 
the United States Coast Guard (USCG) and 
the Defense Mapping Agency/Hydrographic 
Topographic Center (DMA). 

Until 1981, DMA LORAN error model 
coefficients and results were classified. 
Their declassification, together with 
the recent evolution of microprocessors, 
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has generated renewed interest in LORAN 
calibration, particularly for harbor 
navigation and offshore survey applica­
tions. For offshore survey work in good 
LORAN coverage, an order of magnitude 
improvement in positional accuracy is 
feasible with no change in present 
equipment. Technically, the calibration 
process requires detailed error models 
and field calibration data. Practically, 
calibration requires organization, 
funding, and motivation. 

But why calibrate LORAN when world 
coverage with the Navstar Global 
Positioning System (GPS) is nearly 
here? We propose to calibrate and 
pace. That is, to use GPS now to help 
calibrate and improve LORAN, and to use 
LORAN in the future to pace GPS. 

This paper presents results of studies 
conducted by the U.S. Geological Survey 
at Woods Hole, Mass. In it, we evaluate 
several arc-length methods, discuss 
LORAN propagation model parameters, and 
compare present model predictions with 
offshore observations. We have included 
some details that were initially puzzling 
or not readily available during our 
learning process; we hope they will be 
of interest to others. Our intent is to 
provide a tutorial overview and entry to 
the literature for readers familiar with 
basic LORAN technology. Excellent LORAN 
primers, histories, and reviews include 
Bigelow (]965), Canadian Coast Guard 
Primer (1981), Grant (1973), Hefley (1972), 
U.S. Coast Guard Handbook ( 1980), and 
Weseman (1982b). 

BACKGROUND 

Overview 

The LORAN latitude/longitude conversion 
process has three parts. 
to find: 

It is necessary 

1) Arc-length (the distance between two 
points on the Earth ellipsoid); 



2) Distance to time conversion (the 
radio travel-time for a given arc­
length); and 

3) Time Diff'erence (TD) to 
latitude/longitude conversion (the 
latitude and longitude of a given TD 
pair having solved for items 1 and 
2). 

The last step is implemented as an 
iterative solution or in closed form 
(Collins, 1980; Fell, 1975; Razin, 1967: 
and Stuifbergen, 1980). Its somewhat 
involved processing details are well 
documented in the literature and are, 
t~erefore, not covered here. This paper 
discusses steps 1 and 2, with emphasis 
on the distance to time conversion which 
now represents the largest single error 
source in LORAN surveying. 

Arc-length Methods 

Numerous arc-length methods have been 
developed. Appendix A compares results 
calc~lated with the Sodano (1965), 
Collins ( 1980), Lambert ( 1942), and 
Thomas (1970) methods using different 
computer precision. The Sodano method 
is the least sensitive to reduced 
precision. Example code and test 
problems give distance, forward azimuth, 
backward azimuth and the RTCM SALT-model 
travel time. (RTCM in this paper stands 
for the now defunct Radio Technical 
Commission for Marine Services, a 
cooperative government and industrial 
advisory commission. The present RTCM 
or Radio Technical Commission for 
Maritime Services continues the earlier 
work without direct government 
affiliation). 

The RTCM (1981) method is somewhat 
harder to program than the original 
Sodano (1965) method. With the latter, 
longitude (positive east) can be entered 
directly and the azimuths require no 
additional testing when returned with a 
four-quadrant tangent solution. 

Length and Time 

Given an arc-length, d, in meters, it 
is desired to find the LORAN travel­
time, t, in microseconds. The technique 
used by DMA and the USCG is described in 
the section on propagation below. Their 
method is reduced to three terms called 
the primary-phase factor (PF), the 
secondary-phase factor (SF), and the 
additional secondary-phase factor 
(ASF). The total phase 0T is: 

0T = PF + SF + ASF 

1+3 

and t 
<l>T 6 

2lTt x 10 µsec 

where f = 100,000 Hz is the LORAN 
center-frequency, and t is the desired 
propagation time. The travel-time code 
can be programmed on a pocket 
calculator, such as the HP-41CV, (i.e. 
Newman, 1980; and Newman, in this 
Proceedings). The travel-time of the PF 
( tpp) equals the arc-distance, d, 
divided by the mean speed, c, of LORAN 
waves in homogenous air with no earth 
effects, i.e., 

tpp = d/C 

where C = C0 1n, C0 equals the speed of 
light in free-space, and n is a nominal 
index of refraction of air. The travel 
time of the SF term (tsp), is found from 
polynomial approximations of the nominal 
salt-water conditions tabulated in 
Johler et al. (1956). Finally, the 
travel time of the ASF term (tASF), is 
tabulated by DMA from detailed 
geographical, geological, theoretical, 
and observational data. Thus, the total 
travel-time, t, is: 

The primary and secondary terms are 
fixed by definitions discussed below. 
The ASF term is usually relatively small 
and accounts for the additional travel­
time due to planetary boundary 
conditions other than those of the 
standard salt-water model used in the SF 
calculation. 

Other conditions related to LORAN 
chain timing, (weather effects, seasons, 
climate, pulse shape, skywave, noise, 
etc.), are generally not modeled by DMA 
but are partially compensated by active 
steering of the LORAN chain timing. 

Fixed Coefficient Model (Present status) 

The DMA LORAN propagation model, RTCM 
(1981), has a fixed structure with fixed 
coefficients. It provides a much needed 
community-wide standard of sufficient 
accuracy for most needs. It makes a 
one-time adjustment to local conditions 
at the time of calibration. Obviously, 
a simplified model with fixed 
coefficients cannot be optimal for all 
places and conditions. 

The following constants have been 
selected by DMA and the USCG for use in 
their computations: 



c = 2.99792458 x 108 
0 

m/sec 

n 1.000338 

Sigma 5.0 mho/m 

e2 Bo esu 

h1 h2 = 0 m 

Alpha .75 

f 100,000 Hz 

a 6378135 m 

f1 11298.26 

Unfortunately, the model assumptions 
and travel-time sensitivity of each of 
these nominal values are not readily 
available. We have indicated a few 
error estimates in parts per million 
(ppm) below. (The ppm 6alues are 
equivalent to 1 m at 10 m or about 
540 nautical miles, a reasonable outer 
working range for good coverage. Some 
errors are not linearly range-dependent, 
so the ppm values are only intended to 
indicate the relative importance of 
parametric variations.) 

Variable Coefficient Models 

Propagation models which adapt their 
coefficients to space-time variations 
and which model many error terms could 
be applied to LORAN as they have been 
applied in Transit Satellite and GPS 
navigation. Although such models lose 
the attractive features of simplicity, 
they should allow greater accuracy where 
required. The information rate required 
for adaptive LORAN models is low, a few 
bits per hour. This input might come 
from special seasonal charts, local 
weather observations, or fixed-site 
"Local Area Monitors" (LAM's) 
functioning like the present "System 
Area Monitors" (SAM's) but with local 
feedback. Ultimately, the LAM 
correction vectors might be transmitted 
with the LORAN message. Harbor 
navigation research is currently 
studying LAM or differential LORAN 
techniques. 

Calibration and Control 

The latitude and longitude of the 
transmitters and SAM's are determined 
from Transit Satellite surveys and 
converted to WGS-72 coordinates. An 
atomic "Hot Clock" is then flown between 
Master and Secondary transmitters and 
used to directly measure the Emission 
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Speed of light (IUGG-75) 

Index of refraction 

Conductivity of seawater 

Permittivity of seawater 

Altitude of transmitter/receiver 

Index of refraction profile factor 

LORAN center frequency 

Earth radius (WGS-72) 

Earth flattening (WGS-72) 

Delay (ED), the time between the Master 
and Secondary transmissions. While the 
ED calibration is being made, the time 
difference (TD) at the SAM is also 
measured. This Controlling Standard 
Time Difference (CSTD) is used for 
routine control of the Secondary's 
transmission time relative to that of 
the Master. The latitudes, longitudes, 
nominal ED's and CSTD's are published 
(USCG,1981) and updated periodically. 
Corrections to the Secondary's timing, 
the Local Phase Adjustments (LPA's), are 
made in 20-nsec steps at 7.5-minute 
intervals. Timing control at the 
Secondary is such that only about one 
LPA per hour is required under normal 
conditions. Note that the LPA's attempt 
to maintain constant CSTD, not constant 
ED. The LPA's primarily track 
propagation variation; clock and 
transmitter changes are generally 
smaller and of longer period. 

Steering the ~econdary in order to 
hold a constant TD at the SAM has 
several important consequences. First 
and foremost, it works rather well. 
Variations in the primary service area 
of 9960, for example, are typically less 
than 100 nsec (USCG, 1982). Second, the 
ED is not constant. Uniform changes in 
propagation speed are fully compensated 
along the locus of positions that are 
roughly the same land-length difference 
from the transmitters as the SAM. 
Third, stations at increasing distance 
from this SAM locus show increasing 
errors. Finally, the nonuniform 
components of propagation variations 
caused by local weather patterns, etc., 
are reflected in a complex manner 
throughout the service area. The USCG 
has recently established TD monitors at 
about 20 sites in the United States to 
routinely observe such variation. These 
observations (USCG, 1982) will hopefully 
lead to practical error models and/or 



real-time corrections for propagation 
variations. The SAM errors are the next 
largest term in the LORAN error budget 
after the ASF's. 

Pulse Geometry 

The ground-wave component of the 
hemispherically expanding LORAN pulse 
shell can be visualized as a cylindrical 
ring spreading over the curved earth. 
The ring has a width of about 50 km, a 
height of only a few kilometers, and 

*SENECA, N.Y. 

grows at nearly the speed of light to a 40 
useful diameter of 3000 km or more while 
it's strength decreases rapidly with 
distance. We are interested in one 
particular electric field surface near 
the outer edge of the ring, the surface 
associated with the zero-crossing of the 
end of the third cycle. Its noise­
limited width is only about 3-30 m. 

The pulse phase-surfaces tilt 
slightly forward and increase in signal 
strength with altitude over land. The 
forward tilt produces a small radial 
component of the electric field in the 
ground which acts as a "lossy" 
dielectric, slowing and attenuating the 
wave. As the pulse moves out to sea, 
the surface losses are abruptly reduced 
by several orders of magnitude, exciting 
higher order propagation modes and 
allowing energy from modes aloft to 
advance the near-surface wave-front. 
The rapid advance at the surface 
actually reduces the accumulating phase 
lag and is thus called a "phase 
recovery." This effect is seen in the 
model predictions of Figure 1. The 
correction (bottom curve) grows rapidly 
at first and drops abruptly at the first 
conductivity boundary near the Hudson 
River. Before this recovery is 
complete, the error curve drops abruptly 
again at the shore at Weekapaug, R.I. 
The first phase recovery is undoubtedly 
a model artifact, but the second is 
quite real, as will be illustrated by 
the observational data in Fig. 1 below. 

A similar sky wave arrives later than 
the ground wave via the ionosphere. The 
sky-wave delay and relative amplitude 
increase at night when the ionosphere is 
higher. By sampling early in the pulse 
at the end of the third cycle, most of 
the sky-wave interference is removed 
even when the sky wave is considerably 
stronger than the earlier arriving 
ground wave. 

~ 30 
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Figure 1. Range ASF model gredictions 
along radial 108 from the 
9960-MASTER at Seneca, NY. 
Phase-recovery is seen in the 
model at the conductivity 
changes near the Hudson River 
and at the shore near 
Weekapaug, RI. 
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PROPAGATION PREDICTION 

The Van der Pol-Bremmer Propagation 
Method 

The LORAN propagation prediction 
method used by DMA and the USCG is 
described by Van Der Pol and Bremmer 
(1937, 1938 and 1939) and Bremmer (1949 
and 1958). It has been numerically 
tabulated by Johler et al. (1956), 
Brunavs (1976 and 1977), and Brunavs and 
Wells (1971a). The model assumes a 
smooth, spherical earth of finite 
conductivity, dielectric constant, and 
permeability with an electric point 
source near the earth's surface. Both 
the model and its numeric evaluation 
presented formidable problems for nearly 
half a century. It is now one of many 
models available (Hufford, 1952; Johler, 
1970; Samaddar, 1979; and Wait, 1981). 



The Van der Pol-Bremmer method assumes 
continuous wave (CW) propagation at a 
single frequency with no skywave 
interference. The phase of the far 
field wave, 0, is 

where the 

and 

wave number K1 

wn 211 
Co ---X-

(1) 

is 

w = 211f and A = wavelength = 3 km 

The first term (K 1d) accounts for 
propagation through the air and 0c 
treats the effects of refraction, 
diffraction, modal propagation, boundary 
conditions, and initial conditions as 
seen in the far field. 

and the time tc associated with 0c is 
found from 

<Pc 6 
t x 10 µsec (3) 

c w 

Where a = earth radius, d = distance 
from the transmitter; a and 8 are 
discussed below. The factors T 5 are 
solutions to Riccati's differential 
equation (Howe, 1960; and Johler et al., 
1959)' 

d 0 2 
~ - 2o Ts + 1 

s 
0 (4) 

where 8 is a frequency dependent 
conductivity and permittivity parameter 
for a vertical electric dipole, 

i(K2/K1)2nl/3 

where the earth wave number K2 is 

Kz 
w 

[£2 + i 
Co 

(5) 

(6) 

Given d, the coefficients needed to 
solve for ¢c from equations 2-6 are: 
w,µ 0 , C0 ,.a, n, a , £ 2 and <r. As the 
first four are known, ¢c is a function 
of the atmospheric parameters n and a 
and the earth effective impedence 
factors £ 2 and a- ie., 
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<Pc = f (n,a,£ 2 ,o) (7) 

Note that ¢ and therefore the scale 
and, to some extent, the rotation of the 
LORAN grid is a function of n, a , £2 , 
and a- Thus the selection of the air 
parameters n and a are critical and 
should be made independently of the 
earth boundary conditions treated by Ts 

From equation (1) it is seen that the 
primary factor time tpF, =cf> c/w is. 

is not frequency dependent but the 
secondary factor time, tsF, is. 

Brunavs (1977) gives two polynomial 
approximations for tc (Equation 3) and 
calculates their errors compared with 
direct solutions. Samaddar (1979, 1980) 
reviews the theory treated extensively 

(2) 

in Watson (1918), Van der Pol and 
Bremmer (1937, 1938, 1939), Bremmer 
(1949, 1958), Johler et al. (1956), and 
Johler (1962). Wait (1964, 1981), and 
Fock (1965) provide modern perspective 
and entry to the extensive literature on 
this and other model approaches. The 
older Van der Pol-Bremmer method is 
outlined here because of its historic 
significance and its use by DMA and the 
USCG. With modern computers, it offers 
little advantage over the more flexible 
and direct numeric integration methods. 

Sea Water Effects 

Fortunately, sea-water variations 
have little effect on LORAN 
propagation. The skin depth (depth at 
which the signal is attenuated by 1/e., 
Terman, 1943) of the waves is about 
75 cm. Although the temperature and 
salinity of sea water vary considerably 
near the ocean surface, associated 
conductivity changes produce only small 
propagation variations. 

To illustrate this, the lower half of 
Figure 2 shows the variation of 
conductivity with temperature and 
salinity together with broad outlines of 
various near-surface water types. The 
upper half of the figure gives the error 
in meters relative to 0- = 5 as a 
function of range. As seen, errors of 
only a few meters or so in the range 
estimates are expected from this 
source. The effect of ocean surface 
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Figure 2. Relationship between salinity, temperature and con­
ductivity (bottom) for sample near-surface ocean conditions 
(blocks at bottom). The range of conductivity shown can then 
be translated (top) to range errors in meters relative to the 
"standard" conductivity of 5 mhos/meter. 
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waves on LORAN timing has not, to our 
knowledge, been evaluated, but is 
expected to be small (Wait, 1969, 1971). 

Speed of Light in Free-Space 

The speed of light (C 0
) in free-space 

adopted by the International Union of 
Geodesy and Geophysics, IUGG (1975), and 
by the USCG (1980) for LORAN is given 
above in Table 1. Note that this is not 
the same value used by Johler et al. 
(1956) which is 8.81 ppm faster. The 
change in C0 is equivalent to a change 
in the nominal index of refraction 
discussed next. 

Index of Refraction, n, and 
Refractivity, N. 

The index of refraction (n) of radio 
waves in a medium is the ratio of the 
phase speed in free-space, C

0
, to that 

in the medium c. 

Co 
n = C (8) 

Because n in air typically has values 
ranging from 1.000250 to 1.000450, it is 
convenient to define the refractivity 
(N) as 

N = (n-1) x 10 6 

Thus N for air is in the range 250-450. 

Some representative values of N (Bean 
and Dutton, 1966) are: 

Denver 
Boston 
Miami 

N Feb 

245 
309 
330 

N Aug 0-N Feb 

277 
350 
380 

4 
5 

14 

0-H Aug 

15 
15 

6 

Here N is the monthly mean value of 8 
years and o;, is the standard deviation 
of the monthly means. On the U.S. East 
Coast, the extremes of the monthly mean 
values of N are about 50 N-units. 
Extensive tables and charts of many 
aspects of N-meteorology are also given 
by Bean and Dutton (1966). 

Figure 3 illustrates the data given 
in Table 1. Three values for the speed 
of light in vacuum from the 1940s, 1956, 
and 1975 are shown at the top. Various 
estimates of the effective speed C of 
radio propagation (ratio of arc distance 
travelled to total travel time) are 
shown as a function of range from the 
transmitter. The DECCA values are shown 
as published (or inferred from the 
published data) without correction from 
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DECCA frequencies to the 100-kHz nominal 
value of the LORAN and SALT-model 
data. The correction is both range and 
frequency depende~ 1 but typically will 
reduce the DECCA C $by about 18 
km/sec. The curve marked "SALT-model" 
shows the predicted effective speed at 
100 kHz using the technique of Brunavs 
and Wells (1971-b). Example PF, SF, and 
ASF corrections are shown to suggest the 
relative size of each. The ASF 
corrections shown (inset) are for all 
land paths and are generally larger than 
the mixed land-sea paths of nearshore 
transmitters. Speed changes due to 
monthly mean n variations for three 
cities are given above the inset. 

Historically, there has been a 
selection bias in reporting new 
observations of the speed of light 
(Aslakson, 1964; Sanders, 1965; and 
Froome and Essen, 1969). If one is 
close to the accepted value, he stops 
work and publishes; if he is not close, 
he tends not to publish. Thus, 
published values of C0 for various 
decades have tended to cluster. A 
similar selection process may also be 
present in some of the radio ground-wave 
propagation velocity literature. 

Values of n in air vary with 
pressure, temperature, and humidity. 
Thus, location, altitude, barometric 
pressure, time of day, weather, climate, 
etc., alter n. The relation of N to the 
absolute temperature (T) in degrees 
Kelvin, the total pressure (P) in 
millibars, and the water vapor pressure 
(e) in millibars is given by Smith and 
Weintraub (1953), Bean and Thayer 
(1959), Bean and Dutton (1966), and the 
CCIR ( 1978) as: 

N = 7 7 • 6- ( p + 4 8 1 O e ) 
T T (9) 

Because e increases very rapi~$Y with T 
in the range of interest (~T ) , N 
increases with temperature in humid 
air. Equation 9, derived from theory 
and laboratory measurements, is thought 
to accurately model N to within one 
N-unit. Instrumental errors in the 
determination of P, T, and e, however, 
limit practical accuracy to about + 4 
N-units. Direct measurements with­
radio-frequency resonators allow about 
an order of magnitude improvement in 
resolution. 

Figure 4 shows the speed of 
propagation (C) for representative 
values of P, T, and humidity calculated 
from Equation 9 and standard tables of 
water vapor pressure. Notice the large 
(100 ppm) change in C from 0 to 100 
percent humidity at room temperature. 



TABLE 1 

Effective propagation speeds for light in a vacuum (top), for DECCA and LORAN 
in the atmosphere (center), and for the RTCM (1981) LORAN salt-model 

approximation of various ranges (bottom) 

PPM 

-9 

0 

65 

309 

322 

338 

475 

505 

609 

602 

682 

746 

809 

913 

1234 

666 

786 

870 

926 

Source 

Johler et al. (1956) 

USCG (1980) 

Aslakson ( 1964) 

IHR, Laurila (1956) 

Laurila (1956) 

USCG (1980) 

Larsson (1949) 

Lacroix & Charles (1960) 

Gray ( 1977) 

Brunavs & Wells (1971-a) 

Brunavs & Wells (1971-a) 

Lonars, Jerardi (1982) 

Dean et al. (1962) 

Dean et al. (1962) 

SALT-model 

SALT-model 

SALT-model 

SALT-model 

SALT-model 

Value 
km/sec 

299,795.1 

299,792.458 

299, 773 

299,700 

299 ,696 .:!:. 26 

299,691.16 

299,650 

299,641 

299,610 .:!:. 15 

299,612 .:!:. 28 

299,588 .:!:. 28 

299,569 .:!:. 12 

299,550 .:!:. 12 

299,519 .:!:. 9 

299,423 

299,593 

299,557 

299,532 

299,515 
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Comments 

co (1956) 

co (1975) 

C0 (1940s) 

Ocean, DECCA 

Ocean, DECCA 

C0 (1975) + 1.000338 

Ocean, DECCA 

Ocean, DECCA 

Ocean, DECCA 

Ocean, DECCA, 185 km 

Ocean, DECCA, 375 km 

Ocean, LORAN 

Ocean, LORAN, 812 km 

Ocean, LORAN, 1840 km 

20 km range 

100 km 

500 km 

1000 km 

2000 km 
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Figure 3, Effective propagation speeds C listed in Table 1 
versus distance are indicated (left). Monthly mean 
variations of C due to index of refraction variations 
are shown for Denver, Boston and Miami. The inset 
figure (lower right) shows the PF, SF, and ASF 
corrections at reduced scale. 
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Figure 4. Variation of radio propagation speed with atmospheric 

pressure, temperature, and humidity. Scales of 
refractivity (N) and changes in parts per million 
(ppm) are shown at right. Pressure changes are 
suggested by truncated families of humidity curves at 
left. 
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As noted above, the arbitrary nominal 
value of n as adapted by the USCG is 
1.000338. (This value is from Johler et 
al., 1956, p. 37, wherein n = JE/" , 
and apparently in turn from Schulkin, 
1952, for summer conditions near 
Washington, D.C.) As seen in the 
figure, this is a reasonable nominal 
value in the range of general interest 
at sea. We wish to emphasize that this 
USCG value for n is a nominal model 
definition, not a measurement, and, as 
such, it serves the function of uniform 
normalization for the LORAN community. 
It may not represent the best nominal 
value, particularly in the tropics, at 
higher altitudes, nor for aircraft. 
Perhaps more representative seasonal and 
regional values could be established as 
well. Alternately, n can be estimated 
directly from weather observations and 
charts. 

Effects of n Aloft 

The net LORAN propagation rate at the 
earth's surface is influenced by 
propagation modes moving at higher 
altitudes and hence is influenced by 
values of n aloft. The index of 
refraction decreases from its surface 
value, slightly greater than unity, to 
exactly unity in free-space. The 
decrease of n with altitude refracts the 
signal toward the earth. Refraction and 
diffraction around the earth then allow 
over-the-horizon ground-wave 
transmission. 

From 888 sets of monthly mean balloon 
soundings from 45 U. S. weather 
stations, Bean and Thayer (1959) show an 
exponential decay of N with altitude 
such that: 

(10) 

where 6 N is the difference between the 
surface refractivity (Ns) and that at 
1 km above the surface. The strong 
coupling of Ns and 6 N allows one to 
estimate the N-field near the earth 
without direct measurement aloft for 
most of the contiguous United States 
with the exception of southern 
California during the summer months. 

The Van der Pol-Bremmer method, 
however, assumes a linear change of N 
with altitude. This convenient fiction 
gives surprisingly good results (Bean 
and Thayer, 1959) because most of the 
refraction of the low-angle ground-wave 
rays occurs in the lower atmosphere. 
The method then finds the radius of an 
"equivalent" earth (ae) such that 
curvature of the real earth (1/a) plus 
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that due to Snell's law of refraction in 
the linear gradient of n with height (h) 
dn/dh, is 

1 1 dn 1 
a + n dh cos 9 = a 

e 
(11) 

where Q is the elevation angle of the 
ray, a is the earth radius, and n is the 
surface index of refraction. The method 
then introduces the factor alpha such 
that 

a = 
a 
a 

e 
(12) 

Finally, the value ae is arbitrarily 
taken to be 4/3 a (a = .75) without 
further regard for Ns or the profile of 
N. It is not clear that the 4/3 model 
is the best nominal value at 100 kHz 
(CCIR, 1978). Table 2 shows Q 
calculated from equations 10 and 12. 
Note that the arbitrary selections of 
a= .75 and n = 1.000338 are 
inconsistent (a = .75 corresponds to 
N = 301, not 338) with the model of 
equation 10. 

TABLE 2 

Mean surface refractivity Ns' vertical gradient of 
refractivity D.N and the Bremmer factor Q'.. 

Ns D.N a a 213 

-

200 -22 .86 .90 

250 -30 .81 .87 

300 -39 .75 .83 

350 -52 .67 .11 

400 -68 .57 .68 

450 -90 .43 .57 

338 -48 .69 .78 

301 -39 (4/3)- 1 .83 



Such historical oddities suggest it 
may be time to review the nominal values 
used in the OMA/USCG method as well as 
the method itself. Are the nominal 
values consistent and representative? 
Might regional and seasonal coefficients 
improve performance? What are the 
general parametric sensitivities of the 
various terms of the method? How do its 
predictions compare with those of other 
models and observations? Partial 
answers to such questions exist in the 
literature; a definitive study is not 
yet available. 

Effect of n on the TD's 

How do changes in n effect the 
TD's? The actual situation is 
complicated, but for illustration assume 
the simplified case in which all 
variables except n are fixed and the 
real emission delay of one Secondary is 
constant and known. Then the received 
time difference, TD, after correction 
for the emission delay is 

D1 D2 1 n 2D 2) TD ~ - (niD1- (13) 

C1 C2 c. 

or 

c. . TD n1D1- n2D2 

(n + 6n1)D1 - (n + 6n 2 )D2 

c., • TD n(D1- D2) + (6n1D1 - 6n2D2) (14) 

where D1 , D2 , c
1
, c2 , n 1 , n 2 and !:::. n 1 , 

!:::. n 2 are the ength, average speed, 
average index of refraction, and the 
correction to a nominal index of 
refraction n, for paths 1 and 2, 
respectively. From the first term of 
Equation 14, we see that the nominal 
value of n is multiplied by the path 
length difference, which to some extent 
may reduce the effect of an 
inappropriate choice of n. The 
corrections !:::. n 1 and!:::. n 2 , however, can 
have either sign and may tend to cancel 
or not. As gn example, suppose 
D 1 = D2 = 10 m and 

!:::. n 1 = - !:::. n 2 = 10-5 (!:::. N = 10). 

The error, ER, is 

ER = 26nD = 20 meters 

However, if the paths to the two 
transmitters differ in length by 100 km, 
for instance, then an error in n of 
10 N-units would yield an error of only 
105 x 10-5 = 1 m. Thus, the difference 
in n between the paths ~ be more 
important than the nominal value. 
Doherty and Johler (1975) treat effects 
of alpha and n in greater detail. 
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Conductivity 

The propagation rate is affected by 
the complex impedence of the air-earth 
boundary layer with a skin depth ranging 
from about 0.75 m for sea water to more 
than 50 m for dry land. The land 
electro-magnetic boundary effects are 
determined by the curvature of the 
earth, the roughness of the terrain at 
the scale of the transmitted wave length 
(3 km) and the equivalent impedence of 
the ground. The impedence depends on 
the rock type, penetration depth, 
stratification, soil type, and, in 
particular, on the rock and soil 
moisture content. Such electrical 
effects are used for geo-electromagnetic 
prospecting (Rokityansky, 1982, and 
Wait, 1982). Typically, the travel-time 
variations are caused by changes in the 
resistive or conductive component of the 
impedence. 

The integrated impedence effects over 
a zone are conventionally modeled as a 
single bulk conductivity determined 
empirically for that zone. The 
integrated effects over various zones 
are then estimated by Millington's 
(1949) method discussed below. Effects 
of mountains, woods, and buildings are 
lumped together with the impedence 
effects by adhoc adjustment of the 
effective conductivities. 

Values of conductivity (mhos/meter) 
range from about 0.001 for dry earth to 
0.010 for marshy woodland and sea ice. 
Water conductivity ranges from about 
0.001 to 5 or more in the ocean (Terman, 
1943). Mountains, woods, and buildings 
tend to reduce the effective 
conductivity (Gupta and Anderson, 1979; 
and Johler et al., 1979). Grant (1977) 
shows that the e~fective conductivity 
may change by a factor of 2 from a dry 
to a wet year, but short-period effects 
of heavy rains are relatively small, as 
LORAN waves penetrate well below the 

6 storm-wetted layer. At a range of 10 
m, the travel-time is about 3,338 
microseconds over the ocean. If the 
path were over smooth land, the travel­
time would be increased by only about 5 
microseconds, but LORAN surveyors 
require travel-times accurate to 0.1 
microseconds or better, i.e., to about 
30 ppm. This require~ that we know the 
effective land delays to a few percent. 

Land Delay Models 

A number of interesting propagation 
models for LORAN and other 
electomagnetic waves have been developed 
since the first efforts early in this 
century (Samaddar, 1980; Wait, 1964; and 



Wait, 1981). The Millington (1949) 
semi-empirical model (and its extension 
to phase by Pressey et al., 1956) is 
used by DMA. It combines relative 
computational simplicity with accuracy 
limited mainly by the empirical input 
constants, i.e. the effective 
conductivities of the ground segments. 
The delays for each segment are 
estimated in both directions, assuming a 
smooth homogenous earth of conductivity 
equal to that of the segment. The model 
then sums and averages the nonlinear 
range-dependent delays to the receiver 
and, in the opposite direction, back to 
the transmitter. The rational for this 
procedure (Fermat's principle) is nicely 
described in some detail by Monteath 
( 197 3). 

The Millington model requires about 
half a page of BASIC-code and runs on an 
Apple II calculator in 10-20 seconds of 
computer time per estimate. 
Conductivity models utilizing only two 
segments give offshore results similar 
to those of the more detailed geometry 
used by DMA in large computers. For 
ships, the radial ASF predictions need 
only be updated every half hour or so, 
making both the computational and 
programming requirements small. The 
difficulty, therefore, is neither the 
model complexity nor the computing time, 
but the selection of appropriate 
conductivity boundaries and values. 

Model Predictions 

Model ASF's for the New York Bight 
area ( DMA, 1981) are contoured in 
Figure 5. The DMA X-TD model data shown 
use detailed geography with five fixed 
conductivities (.0005, .003, .005, .03 
and 5.0 mhos/m). Because the 
transmissions from Nantucket Island are 
nearly all over water, the contoured 
corrections are very nearly those of the 
ASF's due to Seneca alone. The 
published data end at the Coastal 
Confluence Zone (CCZ) but are easily 
extended indefinitely to sea by the 
model. 

Some of the geometric complexity 
shown can be reduced by plotting the 
data in the natural radial coordinate 
system for each transmitter. Figure 6 
shows the Seneca Master ASF data plotted 
in range/azimuth coordinates. Beyond 
the shoreline, (heavy line), the field 
is relatively less complex and could be 
stored in perhaps 2 K bytes of table 
values or polynomial coefficients at 
about the +0.2 microsecond level. Thus, 
the ASF data for offshore navigation 
looks quite manageable with present 
microprocessor techniques. 

9960 
SENECA I NANTUCKET 
ASF 

/ 

I 
I 

I 

2.7 

2.6 

~/~100 FATHOM LINE 
,' (END CCZJ 

Figure 5. Contours of modeled overland 
delays (ASF's) in the New York 
Bite area. TD variations for 
Nantucket primarily reflect 
land effects from the master 
transmitter at Seneca, NY. 
Data is fromDMA (1981). 
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COMPARISON OF THE MODEL WITH 
OBSERVATIONS 

Nearshore 

Observed nearshore effects are 
interestingly described by Pressey et 
al. (1956) for DECCA transmission (CW) 
in England. They find 5°-10° (about 0.2 
microseconds) complex spatial phase 
variations within six wavelengths 
(18 Km) of shore; most of the effect is 
in the first three wavelengths. These 
spatial undulations occur, as might be 
expected, where the abrupt changes in 
boundary conditions excite higher order 
propagation modes which then decay 
rapidly with distance. 

Figure 7 repeats the model delays 
shown in the dash-dot box of Figure 1, 
together with observations taken at sea 
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and ashore. Four types of observations 
were used: a) Land survey data taken at 
two locations in an open field at the 
USCG station at Watch Hill, R.I., using 
an Internav 404 receiver and local 
survey control converted to WGS-72; 
b) USCG survey observations using 
Austron 5000 receivers and Maxiran 
navigation from shore stations (Miller 
et al., 1981; and Weseman, 1982a, 
1982b); c) A single mean estimate 
derived from time series of Internav 404 
LORAN fixes and baseline crossing data; 
d) The average of 26 simultaneous 
Northstar-6000 LORAN and JMR-4a Transit 
Satellite fixes. The observational data 
shown are in general agreement with the 
model ASF at about the 0.1-microsecond 
level; however, the model curve does not 
include ASF delays from ~he Nantucket 
transmitter which are included in the 
observed X-TD on rate 9960 shown. 

The complexity of the nearshore 
effects probably limits model 
predictions to the+ 0.1-microsecond 
level nearshore or perhaps twice this 
near rugged shores (Eaton et al., 
1979). In addition, the Millington 
model introduces off sets of about 
0.1 microseconds nearshore (Brunavs, 
1976). Amplitude and phase measurements 
made in the vertical from aircraft would 
aid the model calibration and allow 
prediction beyond restrictive political 
boundaries. 

Far Offshore 

How accurate are the ASF model 
predictions? We have given considerable 
attention to this question for the 
9960-Chain and summarize our results in 
Figure 8. Several thousand simultaneous 
Transit Satellite and LORAN fixes have 
been collected, edited (Appendix Bl, and 
reduced to the nine sets of 219 
observations shown in the figure and in 
Table 3. All observations were made 
from June to October when n and SAM 
anomalies are usually smallest. 
Figure 9 shows the X-TD residuals versus 
the azimuth at Seneca. The Y-TD 
residuals listed show a similar 
distribution except for area 7. 

Test areas 3, 4, 5 and 9, surveyed 
with different ships and receivers in 
three separate years in a + s 0 band near 
Seneca azimuth 140° degrees (Figure 9), 
are consistent for both X and Y TD's at 
the 0.1-microsecond level. Paths from 
the X and Y transmitters to areas 6, 7, 
8, and 9 are nearly all over water, so 
the unknown effects of the path delays 
from M can be eliminated by differencing 
the X and Y TD's. The resulting 
systematic trend merits further 
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investigation. The signs of the W 
corrections (Table 3) are opposite to 
those for X and Y, suggesting that the 
primary ASF residuals from the DMA model 
for 9960 are on the Seneca and Caribou 
radials. It would be useful to have 
time series and spectra for periods of a 
year and longer of TD's and TOA's taken 
at fixed monitors at sea --- possibly on 
oil platforms, buoys, lightships, and on 
offshore islands. Additional details of 
the azimuthal structure nearshore are 
provided by the recent USCG ship surveys 
(see USCG Radionavigation Bulletin 
numbers 10 and 11). 

SF AND ASF CONSIDERATIONS 

Saltwater Correction, SF 

The algorithm recommended by the RTCM 
(1981) and in general use by DMA is a 
two-segment polynominal fit (Harris, 
1964) to Tables 18 and 20 of Johler et 
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TABLE 3. Data and locations shown in Figures 8 and 9. Time differences (TDs) 
and standard errors (SEs) for rate 9960 W, X, and Y are listed (top) 
together with the number of satellite observations and residuals to 
the DMA SALT-model for areas 1-9 plotted in Figure 8. 

RESIDUALS IN MICROSECONDS 

OBS. TD - SALTmodel OBS.TD - SALTmodel 
Area. No. - - D.M.A. ASF 
No. SAT. 

OBS. 
w x y w x y 

TD SE TD SE TD SE /':,TD' !':,TD' !':,TD' 

1 28 1.33 .06 2.78 .01 2.71 .05 .35 -.12 .13 
2 6 --- -- 2.50 .03 1.48 .07 --- -.45 -.49 
3 42 .17 .01 2.31 .02 1.62 .02 --- --39 -.41 
4 39 .14 .07 2.27 .08 1.40 .07 .14 -.43 -.63 
5 20 .04 .09 2.25 .10 1.60 .14 .17 -.55 -.46 
6 16 .90 .05 3.08 .06 2.83 .09 .60 -.04 -.23 
7 48 --- --- 2.95 .05 2.32 .07 --- -.12 -.53 
8 9 --- --- 3.24 • 10 2.81 • 19 --- -.06 -.39 
9 11 .82 .06 2.25 .08 2.29 • 12 • 12 -.45 -.31 

AREA NO. LOCATION SAT. RCVR. CRUISE DATES 

1 4o0 10 1 N 67°40"W JMR-2 GYRE 80-8 29 Aug to 02 Sep 80 

2 40°25'N 12°5o•w MX702A-3 GYRE 81-14-1 15 Sep to 26 Sep 81 

3 38°50'N 12°45'W MX702A-3 GILLISS 79-4 27 Jun to 11 Jul 79 

4 38°50 IN 12°4o•w JMR-2 GYRE 80-8A 03 Sep to 10 Sep 80 

5 38°15'N 73°15•w JMR-2 GYRE 80-8B 10 Sep to 13 Sep 80 

6 35°25'N 74°45•w JMR-2 GYRE 80-9 19 Sep to 21 Sep 80 

7 35°30'N 74°3o•w JMR-2 GYRE 80-9A 26 Sep to 14 Oct 80 

8 33°15'N 76°oo•w JMR-2 GYRE 80-9 22 Sep to 25 Sep 80 

9 34°00'N 10°oo•w MX 706 LOTUS 8 May to 12 May 82 
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al. (1956). The large number of digits 
of the coefficients shown in the code of 
Appendix A (Table 4a, lines 72 and 76) 
are clearly unnecessary, but are 
repeated here to indicate their origin. 

Table 4 shows the residuals of the 
fit to the tabulated values in Johler et 
al. (1956) and to direct computations by 
Brunavs (1976, 1977). As seen in the 
table, there is a large discontinuity at 
100 statute miles between the near field 
(flat earth) and far field (spherical 
earth) models. No significant 
discontinuity, however, is seen with 
Brunavs' values. Further comparison 
with Brunavs' values shows a cyclic 
residual of the fit with peaks of -21, 
+17, and -3 nanoseconds at 155, 497, and 
1,864 statute miles, re31Jectively. 
Below 1 mile or so, the RTCM model 
should not be used. The residuals are 
unfortunately largest (~6 m) in the 50-
500 mile range, our primary interest at 
sea. The Brunavs and Johler model 
coefficients are not always those in 
present use by the USCG. 

In short, the conversion from 
distance to time is considerably less 
accurate than is the distance 
determination alone. This will have 
practical implications for computer 
accuracy, speed, etc., for LORAN 
receiver manufacturer's development of 
latitude/longitude converters. The 
geodetic distance, of course, is not the 
distance traveled by the radio waves, 
but acts only as a scaling parameter in 
the effective speed calculation. The 
corrections to the actual distances 
traveled are absorbed in C. 

ASF Definitions 

The phrase, Additional Secondary­
phase Factor (ASF), has grown to mean 
land-induced propagation delays. Laying 
aside, for the moment, the interpretive 
problems associated with the phase of a 
zero-crossing time measurement of a 
broad-band pulse, let us consider ASF as 
a generic term referring to land-induced 
propagation travel-time delays -- a sort 
of spatial-temporal-modal mean-time 
interval. In this context, we look next 
at four of the several ASF definitions 
now in use. 

Range ASF. The USCG (1980) 
definition of ASF is: 

"The amount, in microseconds, by 
which the time difference of an 
actual LORAN signal that has traveled 
over varied terrain differs from that 
of an ideal signal which has been 
predicted on the basis of travel over 
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an all-seawater path. (LORAN signals 
travel slower over ground.)" 

This is the clearest use of the term, 
i.e., the additional travel-time from 
one transmitter antenna to one receiver 
antenna relative to that calculated from 
a standard all salt-water model of the 
path. It is the anomaly of the travel­
time component relative to an 
arbitrarily defined propagation SALT 
model. 

PATHTT - SALTTT 

The range ASF is equal to the actual (or 
best estimate) travel-time over the path 
less that predicted by the standard 
SALT-model. The net delays are caused 
mostly by land effects; but lakes, bays, 
and even ocean segments contribute to 
the sum of the nonlinear segment delays 
of the total travel-time and, hence, to 
the range ASF. 

One need not be concerned with how 
representative the SALT-model is 
relative to local conditions (season, 
weather, topography, etc.); the model is 
only used to form a reference travel­
time that accounts for most of the air 
and planetary boundary effects in a 
computationally expedient fashion. Note 
that although some salt-water 
propagation model is implied, a LORAN­
chain model is not. Conceptually, one 
could directly determine such an ASF by 
measuring the mean actual travel-time 
with a portable clock. Comments on the 
nature of any particular mean (ground 
cover, ice, Ns, N-profile, number of 
observations, averaging methods, 
equipment, etc.) would complete the ASF 
estimate. Such measurements are now 
periodically made in the LORAN-C 
Emission Delay calibration. The 
results, however, are not generally 
presented as the ASF's of the baselines. 

Delta ASF. The delta ASF is simply 
the difference between two range ASF's: 

6 ASF = ASFR 2 - ASFR 1 

The published DMA (1981) Loran-C 
Correction Table is computed in this way 
relative to the DMA SALT-model first 
published by the RTCM (1981). 

The Observed or TD-ASF. The observed 
or TD-ASF is the difference between the 
observed TD and the SALT-model TD at a 
location. It includes all causes of TD 
variations in the LORAN-chain. 
Operationally, it is much easier to 
measure than the range-ASF, but should 
not be confused with it. The TD-ASF 
might better be called a TD correction 



TABLE 4. Residuals to the DMA-RTCM proposed fit. Columns 1 and 
2 list the distance and SF correction from Johler et 
al. ( 1956, Tables 18 and 20). Columns 3 and 4, 
indicate the difference between the RTCM (1981) fit and 
the Johler et al. ( 1956) tables ( RTCM-Johler). Column 
5 gives the difference or bias between the RTCM (1981) 
fit and the direct Brunavs (1977) solution (RTCM­
direct). 

DISTANCE SF FIT RESIDUALS BIAS 

s. miles µsec µsec m m 

0.1 4.4209 +.672 +201 -
0.2 3.5802 -1.039 -311 -
0.5 1.1807 -.170 -51 -

-------------- ------------- ------------------ ---------
1.0 0.5038 -.003 -1 -
2.0 0.2448 +.003 +1 +1 
5.0 0.1032 -.004 -1 -2 

10.0 0.0593 -.002 -1 -3 
20.0 0.0409 +.008 +2 -2 
50.0 0.0368 +.050 +15 -1 

100.0 0.0434 +.126 +38 -4 

-------------- ------------- ----------i-------- ---------
100.0 0.1755 +.004 +1 -1 
200.0 0.4205 -.015 -4 -6 
500.0 1.3579 +.017 +5 +6 

1000.0 3.0811 +.004 +1 +2 
2000.0 6.5466 -.005 -1 -1 
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and is: 

ASFTD = OBSTD - SALTTD 

Note that this definition implies a 
Master/Secondary LORAN model as well as 
the SALT-model. (It is necessary to 
know the emission delay and SAM steering 
effects due to weather, ice, seasons, 
etc., in order to relate the observed TD 
to a nominal TD for the location.) 

The RTCM (1981, p. 1) defines ASF as: 

"The amount, in microseconds, by 
which the time difference of an 
actual pair of LORAN-C signals 
that travel over terrain of 
various conductivities differs 
from that of siEnals which have 
been predicted on the basis of 
travel over all sea-water paths." 

Although the wording is nearly identical 
with that of the USCG Range ASF 
definition above, the meaning has been 
changed to that of the TD-ASF. 

The SAM-ASF. The TD-ASF at the SAM 
is an indirectly defined value set by 
the coordinates of the SAM antenna and 
the defined CSTD value. The TD-ASF at 
the SAM is held constant by changing the 
Emission Delay of the Secondary. The 
form of nominal ASF corrections such as 
those of Figs. 5, 8, and 9 are 
influenced by the arbitrary selection of 
the SAM-ASF. 

It seems unnecessary to attempt to 
alter the varied general usage, but for 
mathematical clarity, some rigorous 
definitions are needed. 

ASF Sign Conventions 

Both positive and negative sign 
conventions are used for ASF's. DMA 
shows all additional secondary phase 
factor's (ASF's) as negative whereas 
secondary phase factors (SF's) are 
considered positive; yet, both increase 
the travel-time. When considered as 
receiver corrections, however, the ASF's 
used to adjust the observed TD's to 
positions charted from SALT-model 
predictions are negative. It is 
important here to distinguish between 
model anomalies and TD corrections. 

Published ASF's (DMA) 

DMA has calculated ASF's for military 
applications for many years. In April 
1981, these values and the 
conductivities used to calculate them 
were declassified. DMA now offers 
LORAN-C correction tables for rates 
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5930, 9960, 8970, 7980, 9940, 5990, 7960 
and 9990 (USCG, Radionavigation 
Bulletin). The published ASF values are 
for the CCZ from nearshore to the 100-
fathom line, on a 5-arc-minute 
latitude/longitude ('""-'5 mile) grid. With 
the exception of 9940 in Southern 
California, the ASF's are Millington 
model calculations based on USCG 
conductivity maps and do not include 
observations taken during the USCG LORAN 
verification surveys. Revised tables 
that include a "force-fit" of the 
offshore calibration data, but do not 
necessarily represent an adjustment of 
the model conductivities, are being 
prepared by DMA. 

The next step might be to use 
tomographic or inverse techniques to 
adjust the model input parameters for a 
best fit to the weighted observational 
data available in each chain. Gressang 
and Horowitz (1978) proposed using a 
Kalman filter approach for such an 
adjustment. Although conceptually 
feasible, the conductivity adjustment 
procedures have not been implemented in 
the DMA LORAN ASF modeling. 

Specifications for LORAN-C Propagation 
Models 

There is no definitive specification 
of LORAN-C propagation models as there 
now is for the specification of the 
transmitted LORAN-C signal (USCG, 
1981). Because propagation is not 
controlled, we can only specify how such 
models are constructed and how well they 
perform. The Minimum Performance 
Specification (MPS) report of the RTCM 
(1981) is the first major attempt at 
standardizing propagation models for 
LORAN-C. As such it represents a much 
needed breakthrough in a generally 
chaotic situation. Their position on 
specification and model improvements, 
however, was: 

"The report is designed to 
establish MPS for Automatic 
Coordinate Conversion equipment 
and is not to be considered as a 
standard way of computing. The 
material contained in the 
appendices to the SC-75 report 
are there for information only 
and should not be considered as a 
part of the MPS." 

We submit that documentation of theory, 
methods of implementation, and worked 
examples are the kinds of information 
needed to make a paper standard 
generally usable. Means for 
implementing amendments and changes are 
needed to assure the health and utility 



of such standards. 

What Next? 

Now that DMA ASF's are declassified 
and microprocessors ~ave made their use 
practical, we suggest that: 

o Propagation model standards be 
developed and published. 

o The observed TD's at a large 
number of locations in each LORAN 
chain be published as test­
material for Latitude/Longitude 
Converter development and 
evaluation. 

0 Renewed effort for model and 
observational studies of LORAN 
propagation should be promoted. 

OTHER CONSIDERATIONS 

Temporal variations, SAM control 
procedures, and unmodeled terms all 
contribute to the observed errors. At 
Woods Hole, Mass., we routinely observe 
Time-of-Arrival (TOA) standard 
deviations of 7-40 nanoseconds for 
2-hour averages at ranges of 40-780 
nautical miles over water on rates 9960 
and 5930. In addition to the ASF 
correction, it is probably appropriate 
to make at least SAM, seasonal, and 
catch-all corrections for survey 
applications. In the last 20 years, the 
accuracy of the Transit Satellite system 
on land has improved from about 2000 m 
to better than 1 m, largely through 
improved error models. 

Weather and Seasonal Effects 

Variations o~ several tenths of a 
microsecond of TOA measurements can 
accompany weather fronts. The 
variations observed at Woods Hole 
typically reach a maximum in about an 
hour and take several hours to 
recover. The controversial issue of 
storm and seasonal variation is 
discussed in Campbell et al. (1979), 
Charron (1981), Creamer and DePalma 
(1981), Doherty et al. (1979), Eaton et 
al. (1978), Illgen et al. (1979), Illgen 
and Feldman (1978), Mungall et al. 
(1981), Polhemus (1981), Potts and 
Wieder ( 1972), samaddar ( 1980), Warren 
et al. (1978), Winkler (1972), and the 
referenced literature extending back 
into the 1950's. The longstanding 
puzzle concerning the size and cause of 
such effects now seems to favor about a 
one microsecond peak-to-peak seasonal 
variation per 500 km in New England with 
the primary cause being seasonal 
variations of n and alpha in addition to 
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ground conductivity changes. 

Effects Longer Than One Year 

Grant (1977) observed variations in 
the ASF correction from 1972 to 1975 of 
0.004-0.002 mho/m and noted they "may be 
due to the different meteorological 
conditions between the two years (1972 
was notably wet while 1975 was notably 
dry)." The offset shown results in a 
range error of order 100 to 200 m for 
DECCA navigation over Newfoundland. The 
USCG (1982) monitors should allow 
detailed modeling of such effects, which 
were seen clearly in various other 
studies such as Doherty and Johler 
( 1975). 

System Area Monitor (SAM) Considerations 

SAM control effects can be 
illustrated (Fig. 10) by a simplified 
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model in which the TDs at the SAM and 
observer position are: 

TDs T2 - T 1 + (ED + t) 

TDp = T4 - T3 + (ED + t) 

and the difference of these TDs is: 

(15) 

If all the C's in Equation 15 change 
proportionally by a constant K then: 

llTD (16) 

and the 6 TD change at P is seen to be 
proportional to 1/K, and the farther we 
are from the control TD (quantity in 
large brackets) the greater the change 
with K. 

In actual use, the paths D1 ••• D4 
usually lie over different combinations 
of land and water which show significant 
seasonal and storm variations in 
c1 .•. C4 1 causing lines of constant TD to 
move horizontally in a complex manner 
suggested by Equation 15. For modeling 
purposes, one might separate these 
effects into regional and local 
components. For practical applications 
such as harbor navigation, local 
reporting of the TD grid corrections may 
become as commonplace as tower 
barometric corrections are for aircraft 
altimeters. To be widely used, the 
correction vectors should be simple to 
receive and apply. From an operational 
point of view, they would be best 
implemented as TD offsets. 

Because TDs can be controlled at only 
one point, it seems reasonable to locate 
this point near the area of greatest 
user activity in the chain. Then, at 
least that vicinity needs little or no 
LAM or differential LORAN-type 
correction. If, on the other hand, the 
Emission Delay were held constant, only 
areas along the baseline extensions and 
near the baseline ASF mid-point would 
show small variations. The baseline 
extensions are of no use for other 
reasons and the baseline ASF mid-point 
is relatively stable anyway (equation 
15). Thus, while conceptually less 
satisfying, an observational rational 
can be made for constant CSTDs and 
variable EDs. 
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Pulse versus CW 

LORAN propagation models are based on 
continuous wave (CW) phase assumptions, 
although the actual information comes 
from zero crossing time differences of a 
20-kHz-wide pulse. As the ground wave 
is weakly dispersive, i.e., the 
propagation speeds depend somewhat on 
frequency, it is interesting to evaluate 
the correction anticipated between the 
CW model and the real LORAN pulse. For 
ranges of 1, 100, and 500 km; Johler et 
al. (1979, Part II, p. 25) estimate 
corrections of +0.11, +0.09, and +0.03 
micro seconds, respectively, over smooth 
homogeneous ground. Errors at ranges 
less than a few kilometers from the 
transmitter are large for other reasons, 
but the errors shown at 100 and 500 km 
are significant and should be included 
in a detailed error budget. The logical 
distinction between signal, group, and 
phase velocity are described in many 
texts (i.e., Stratton, 1941; and 
Winkler, 1972). Fehlner et al. (1976), 
and Jespersen (1979) discuss possible 
methods of circumventing LORAN 
dispersion problems. 

Height Gain 

The height of the antennas above the 
ground and the elevation of the ground 
above sea level effect the propagation 
rate. Such effects are treated in the 
Van der Pol-Bremmer method, but are 
neglected in the DMA (1981) 
predictions. It would be useful to 
formally evaluate these effects for 
various situations. 

Geodetic Datum 

LORAN-C coordinates are given in 
World Geodetic System 1972 (WGS-72), 
whereas V.S. charts and maps use the 
North American Datum 1927 (NAD-27). 
Conversion from one sysem to the other 
is provided by the Molodenski formulas 
summarized in Stansell (1978) and shown 
graphically for the United States in 
Stansell (1973). Along the East Coast, 
residual errors after conversion by this 
method are estimated to be 10-20 m; they 
were found to be 11 mat Woods Hole, 
Mass. when the global 6 X, 6 Y, 6 Z 
offsets of Stansell (1978) and Meade 
(1982) corrections were used. 
Conversion by DMA charts reduces this 
error to a few meters (about 3 m at 
Woods Hole). Several general texts 
(Hoar 1982; and Torge, 1980) and 
particularly the three International 
Geodetic Symposia on Satellite and 
Doppler Positioning at Las Cruces 



NM-1976, Austin TX-1979 and Las Cruces 
NM-1982 provide background information. 

Before 1976, LORAN WGS-72 Station 
coordinates were derived from on-site 
DMA Precise Ephemeris (PE) Transit 
Satellite Geodesy. More recently, 
Broadast Ephemeris (BE) have been 
converted to WGS-72. Transit Satellite 
navigation at sea utilizes the (BE), 
which require a small correction to 
convert to WGS-72 (Jenkins and Leroy, 
1979; and Meade, 1982). Nearshore, we 
use NAD-27. In Canada and the United 
States, the change in 1984 to a new 
standard coordinate system should help 
eliminate confusion in the long run, but 
will add another system in the interim. 

GDOP, ECD, Interference and Receivers 

LORAN lines of position (LOP's) 
generally do not cross at right angles 
and are thus correlated. The fix 
becomes less accurate with small LOP 
crossing angles and with the hyperbolic 
spreading of the lines with distance 
from the transmitters. The TD's of a 
fix are also correlated through the 
shared signal from the Master and long­
period noise/interference fluctuations 
(Amos and Feldman, 1977). Changes of 
pulse shape (envelop to cycle 
difference, or ECD) are caused by 
frequency-dependent propagation 
properties and contribute significantly 
to the error budget. Interference, man­
made and natural, is at times the 
dominant error source. Bridges, 
powerlines, buildings, etc., can 
significantly distort the local LORAN 
grid. Receiver performance is equally 
important. These and other topics are 
beyond the scope of this paper but 
should not be overlooked in a general 
error-budget analysis. 

CONCLUSION AND PROSPECTUS 

Our studies at sea (Figs. 8 and 9) 
indicate that actual LORAN performance 
exceeds current error-model accuracy. 
By renewing interest in error modeling 
for LORAN, we might anticipate 
significant improvement in accuracy. 
Some major points discussed are: 

1. Three major advances in LORAN 
calibration technology have been made 
in the last year and a half: The DMA 
ASF conductivities have been 
declassified, the DMA ASF values have 
been published, and the RTCM MPS has 
been published (DMA, 1981; and RTCM, 
1981). 

2. As a next step it would be useful to 
reduce the DMA-ASF books to 
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microprocessor tables or coefficients 
to facilitate general use. 

3. The USCG monitor program can now 
provide the data base for SAM error 
models. We encourage such model 
development. 

4. LORAN propagation theory, 
coefficients, sensitivity, code and 
worked examples should be unified and 
published. 

5. Model results should be compared with 
observations and the models adjusted 
accordingly. 

6. The present ASF predictions need to 
be updated. A means for adjusting 
the conductivities should be 
implemented. LAM and other input 
data such as the baseline ASF's 
should be merged to make best 
estimates of the ASF model 
coefficients. 

7. The LORAN ASF calibration effort 
needs to be consolidated and 
focused. One group should be 
responsible for the observations, 
procedures, and end products. 

8. GPS will provide a superb tool for 
LORAN calibration and chain timing 
control. The improved accuracy of 
calibrated LORAN can be used to pace 
the civilian component of GPS and to 
serve as the primary navigation aid 
until GPS supersedes LORAN. 
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APPENDIX A 

The arc-length tables and code shown 
below give: 

1. Arc-length differences versus range 
and azimuth for the Sodano (1965), 
Collins (1980), and Lambert (1942), 
methods, using computer software 
with 7, 8-9 and 11 significant digit 
precision. 

2. Program "check-out" examples giving 
distance, azimuth and time computed 
by the Sodano (1965) and DMA (RTCM, 
1981) methods. 

3. Station coordinates used for the 
tables in 2A. 

4. Double precision Fortran subroutine 
of the Sodano (1965) arc-length 
method used in computations of 
Tables 1A and 2A. 

Sodano (1965) proved least 
sensitive to computer precision as shown 
in Tables 1A, 2A and 3A. The data shown 
were generated by the HP-1000 RTE IV 
double precision (+ 239_1, i.e. 11-12 
places), the HP-1000 RTE IV single 
precision (±2 24 -1, i.e., 7 places) and 
an Apple II+ computer (8-9 places). As 
seen in table 1A (column 3), both 
Collins and Sodano agree within 



..:!:.. 1 meter. Collins (1980) shows much 
greater differences (column 5) at short 
distances with the lower (7 places) 
precision. Conversely, Lambert (1942) 
has the larger differences with higher 
precision (column 4) and greater 
differences at all distances (column 6) 

with the lower prec1s1on (7 places). 
Additionally, checks were run against 
examples given by Thomas (1970) on the 
Apple rr+ and agreed within + .5 meters 
at distances of 8,466 and 10-:-102 Km. 
The results are in general agreement 
with the recent work of APL (1982). 

TABLE 1A. Differences (meters) in arc length found by three different methods 
(S=Sodano, C:Collins, L:Lambert) and three levels of computer precision 
shown in the last row. Sodano double precision was used as the 
reference value. The symbol code is: HP double precision s0 , c0 , L0 ; 
HP single precision S, C, L; and Apple II+ SA, CA, LA. 

n.miles Azimuth Co-So Lo-So C-S0 L-So S-S0 SA-SD CA-SD 

,5 10° .40 .14 -950.75 3458.8 -.44 -.002 5,37 
1.0 .10 .06 1471.61 3521.1 -.17 0 3.66 

10.0 .02 -.01 57.69 622.8 -.11 .003 .44 
25.0 .01 -.03 30.40 205.7 -.72 -.002 .13 
50.0 .02 -.06 50.30 124.2 -.28 -.002 .10 

100.0 .03 -.13 -2.50 32.9 -.72 -.001 .07 
200.0 .06 -.26 -13.60 21.3 -.30 .001 .08 
300.0 .10 -.39 -1.75 15.2 .37 .003 .11 
400.0 .13 -.52 2.59 8.6 -.41 .002 .13 
500.0 .17 -.65 .28 ,9 .28 -.001 .17 
800.0 .29 -1.04 .11 -24.1 -.09 -.001 .29 

1000.0 .38 -1.30 1.02 -52.7 -.98 .004 .39 
1200.0 .50 -1.56 4.02 -Q3.0 .52 -.001 .50 

.5 180° 0 .43 -.45 2192.0 -1.10 -.036 -.40 
1.0 0 .30 -.89 1263.0 -.37 -.077 -.08 
5.0 -.01 .12 .58 66.8 .45 -.038 -.04 

10.0 -.01 .20 .29 133.6 .25 -.076 .09 
25.0 -.03 .44 .23 -85.0 1.26 -.077 -.11 
50.0 -.06 .87 .81 -9.7 -.11 -.038 -.10 

100.0 -.12 1.72 .97 .4 .31 .036 -.08 
500.0 -.53 7.48 .87 1.6 .74 -.038 -.57 

1000.0 -.78 10.75 .13 -24.9 -1.67 -.071 -.85 
1200.0 -.78 10.53 -.76 -45.8 .74 -.005 -.78 

.5 40° .11 .68 -61.10 2265.0 .88 .002 1.18 

.9 .03 .22 -123.20 1413.8 .26 .002 1.15 
90.0 0 .05 6.28 23.8 -.67 .003 .07 
45.0 -.03 .15 -2.14 36.2 .10 .004 -.02 
91.0 -.06 .31 -1.93 4.6 .19 .002 -.05 

452.0 -.30 2.30 -.68 • 1 .94 .001 -.30 
890.0 -.61 5.97 -.33 -28.8 -.63 -.001 -.61 

1060.0 -.13 7.60 -1.38 -58.2 -1.38 -.003 -.72 

No. of Sigificant 11 11 7 7 7 8-9 8-9 
digits 
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TABLE 1A (continued): Example calculations using the 9960 rate 
(see tables 2A and 3A, also). 

Loran Distance 
Stations (SodanoD) 

M 
CD-SD LD-SD C-SD L-SD S-SD SA-SD CA-SD 

X-M 590091.87 .06 -.30 -1.87 7.75 .75 -.003 .07 
X-W 638597 .15 -.40 5.56 -2.15 17 .10 .35 .001 -.40 
X-Y 1060726.66 -.35 2.65 -.66 4.04 -.46 -.004 -.35 
X-Z 1488635.85 .26 -.85 1.85 -25.65 1.35 -.001 .27 
X-"opposite M" 602389.83 .06 -.23 -2.08 4 .17 -.21 .001 .06 

M-W 831ll63.03 -.07 .66 -1.53 -4.53 -.28 -.003 -.06 
M-X 590091.87 .06 -.30 -1.87 7.75 .75 -.003 .07 
M-Y 964985.76 -.58 8 .17 .24 -2.51 -1.01 -.002 -.57 
M-Z 947140.79 .06 -.26 .21 -8.29 .83 .007 .06 

No. significant 
digits 11 places 11 places 7 places 8-9 places 

Table 2A: Example solutions made with the Sodano (1965) arc length 
subroutine, the positions listed in table 3A, and the H.P. double 
precision routine listed in table 4A. 

LORAN Distance Azmuth Azmuth PF+ SF 
Stations SodanoD Forward Backward (microseconds) 
9960 (meters) (degrees) (degrees) 

X to M 590091.87 288.23 103.64 1969.93 

X to W 638597.15 14.21 195.63 2131.88 

x to Y 1060726.66 223.76 38.90 3541.31 

X to Z 1488635.85 269.78 78.34 4970.06 

X to "Opp.M" 602389.83 103.37 z:;1.82 2010.99 

M to W 837863.03 54.07 240.35 2797.20 

M to Y 964985.76 185.99 5.31 3221.65 

M to Z 947140.79 253.99 66.94 3162.06 

M to "Opp.M" 1191407.66 101.18 290.24 3977.64 
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TABLE 3A. Latitudes and longitudes of Loran stations used in Table 2A (from 
USCG, 1981). Position for "Opposite-M" was arbitrarily chosen to 
complete data set to include all quadrants. 

NORTHEAST U. S. LORAN-C CHAIN - GRI 9960 

STATION FUNCTION COORDINATES COORDINATES 
DEG MIN SEC DEGREES 

SENECA, NY MASTER 
0 I II 

42 42 50.60N 42~71405556 
76 49 33.86W -76.82607222 

CARIBOU, ME WHISKEY 46 48 27.20N 46.80755556 
67 55 37.71W -67.92714167 

NANTUCKET, MA XRAY 41 15 11.93N 41.25331389 
69 58 39.09w -69.97752500 

CAROLINA BEACH, YANKEE 34 03 46.04N 34.06278889 
NC 11 54 46.76W -77.91298889 

DANA, IN ZULU 39 51 07.54N 39.85209444 
87 29 12.14W -87.48670556 

"OPPOSITE M" -- -- 39.79262776 
-6 3. 12897778 
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Table 4a (Continued) 
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APPENDIX B 

The following equipment and procedures 
were used in the offshore ASF survey. 

1. Equipment used: 

a) JMR-4 Sealand Surveyor Satellite 
Receiver w/program G-1. 

b) NORTHSTAR 6000 (stand alone). 
c) Integrated Navigation System 

(INS) including Hewlett 
Packard 21 MX Computer, Magnavox 
MX702A-3 Satellite Receiver, 
NORTHSTAR 6000 LORAN-C Receiver, 
Sperry 301 Doppler Speed Log, 
and Sperry Mark 29 Gyro Compass, 
Western Geophysical Transit 
Satellite software. 

2. General Notes: 

a) Integrated Navigation System 
(INS) used for survey control 
(course and speed). 

b) MX702A-3 uses a real time input 
of course and speed VIA INS. 

c) JMR-4 uses a manually entered 
course and speed, usually the 
"averaged" values prior to lock 
on. 

d) TD's are interpolated 
(.01 microseconds) from 
5 minutes spot values to match 
satellite fix times. 

e) NORTHSTAR 6000 receiver 
resolution is 0.1 microseconds. 
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3. Data selection criteria for MX and 
JMR receivers. 

a) Maximum satellite elevation in 
the range 15° to 60° inclusive. 

b) Continuous 150 and 400 MHz, 
~ 2 minutes from closest 
approach. 

c) Sigma of doppler residual less 
than 6. 

d) No change of course or speed 
noted. 

e) No recomputed fixes used. 
f) No asymmetric passes used. 
g) Sea state less than about 5. 

4. Data selection criteria for 
NORTHSTAR 6000 LORAN-C 

a) SNR greater than 250 North Star 
units. 

b) No obvious receiver errors. 
c) No adverse log comments. 
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THE LONARS-AIDED DOPPLER SOLUTION 
A NEW METHOD FOR PRECISE POSITIONING 

AT SEA 

T. Jerardi, Applied Physics Laboratory 
Laurel, Maryland 

B. Merritt, Defense Mapping Agency 
Hydrographic Topographic Center, 

Washington, D. C. 

ABSTRACT 

LONARS is a precision position-fixing 
system based primarily on the use of 
LORAN-C Radionavigation. This system is 
used to precisely position test platforms 
in a 2500 square mile ocean-area off the 
Florida coast. To meet future stringent 
accuracy requirements, APL and DMA person­
nel undertook an at-sea calibration of 
LONARS during April 1980. 

The single pass Doppler solution using 
the Magnavox Geoceiver and DMAHTC precise 
ephemeris was chosen as the calibration 
standard. The LONARS system was used to 
model ship's drift during each Doppler 
pass. Included in the paper is an analy­
sis of significant error sources in the 
Doppler fix, the utility of shore-ship 
single pass translocation, and a summary 
of operational problems encountered dur­
ing the at-sea calibration. The esti­
mated accuracy of LONARS-Aided Doppler 
was found to be 10 meters one-sigma. 

INTRODUCTION 

During the first half of 1980, a task 
to calibrate Loran-C over a 2500 square 
mile area off the coast of Cape Canaveral, 
Florida was jointly undertaken by the Ap­
plied Physics Laboratory of the Johns 
Hopkins University (APL/JHU) and the De­
fense Mapping Agency Hydrographic Topo­
graphic Center (DMAHTC), under the spon­
sorship of the U.S. Navy. The geodetic 
reference coordinates for this calibra­
tion were based on the Transit navigation 
satellite system. The Loran-C data was 
obtained by LONARS (Loran Navigation and 
Receiving System) developed by APL/JHU 
for the U.S. Navy. 

A description of this calibration ef­
fort which focuses primarily on Loran-C 
issues has recently been reported by 
Fehlner and Jerardi [l). The following 
discussion will be focused on the geo­
detic reference supplied by the Transit 
system after a brief introduction to the 
LONARS system. 

THE LONARS SYSTEM 

LONARS is a precision navigation sys­

tem based on Loran-c·:<. The superior per­
formance of LONARS is achieved by a novel 
application of robust statistics to the 
tracking filters within the LONARS re­
ceiver [2). Figure 1 displays a ship­
board LONARS system. The core of the 
LONARS system is a Hewlett Packard 21MX-E 
minicomputer. The robust tracking fil­
ters are implemented in software within 
the 21MX-E. 

Fig. 1 LONARS shipboard equipment. 

~A short description of the Loran-C system 
is given in Appendix A. 
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CALIBRATION CONCEPT 

To fully realize the potential of the 
LONARS signal processing algorithms, a 
system calibration is required. The pur­
pose of the LONARS calibration is the de­
velopment and validation of a procedure 
to convert loran time differences to geo­
detic coordinates. This conversion pro­
cess is composed of two components, a 
geodetic component and a propagation com­
ponent. The geodetic component is the 
computation of geodetic arc lengths, from 
which range differences may be readily 
computed. It was determined that the 
geodetic component represented no partic­
ular problem, given the coordinates of 

the end points and that any of several 
arc length algorithms could be used. 
The Andoyer-Lambert [3] algorithm was 
used for the model development due to 
its simplicity. The propagation compo­
nent is a model which accounts for 
Loran-C groundwave propagation in order 
to derive range differences from loran 
time differences. 

The general plan for any loran cali­
bration is therefore defined as obtaining 
a coordinated set of loran time differ­
ences and corresponding geodetic coordi­
nates. From the geodetic coordinates the 
range differences can be computed. These 
range differences and time differences are 
then the inputs to a regression procedure 
to determine various propagation param­
eters. 

28.8 

28.6 

28.4 

From statistical design considerations 
a uniformly spaced data set offers the 
most flexibility and accuracy for the sub­
sequent regression analysis. Figure 2 
graphically displays the overall data ac­
quisition plan. The small solid circles 
represent the primary calibration data to 
be used for model development. The small 
solid squares represent a secondary data 
set to be used for model validation. A 
simple rectilinear "site-code" grid is 
used for identification. 

The quality of the geodetic coordinates 
is of vital importance in any such cali­
bration. A clear choice for the reference 
system is a current state-of-the-art 
Transit Integral Doppler point position 
system, which could be adapted to handle 
platform motion. DMAHTC's DOPL79 program 
was thus chosen. 

EVOLUTION OF DOPL79 

The Defense Mapping Agency Hydrographic 
Topographic Center (DMAHTC) has had a 
solitary point position reduction capabil­
ity since 1971. The original software 
DOPPLR [4] was developed in 1970 as part 
of the effort in the geodetic community to 
achieve station position solutions of geo­
detic quality from the Doppler tracking 
of Transit Satellites (Navy Navigation 
Satellites, NNS), using the then newly de­
veloped Geoceiver. Extensive testing of 
DOPPLR occurred during the Department of 
Defense Geoceiver Test Program [5] which 
concluded that the solitary point posi-
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35 45 55 
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e Input data sites 
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Fig. 2 Calibration area showing planned survey sites 
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tioning mode of operation (NWL Precise 
Ephemeris held fixed) would be the pri­
mary approach to reduction of Geoceiver 
data within DoD. The report assigned an 
accuracy of 1 meter for each component at 
the one sigma confidence level for a bal­
anced set of 30 - 50 Transit passes. The 
stated accuracy was arrived at through 
comparisons with the High Precision Geodi­
meter Traverse in the United States. 

As a result of great interest in 
achieving submeter positioning accuracies, 
an updated and recoded version of the 
original program began production use in 
January, 1979. The new version, called 
DOPL79, carried a number of minor model 
changes, in the data editing function, 
and a more accurate ephemeris interpola­
tion procedure [6]. Although no external 
comparisons have been done, the one sigma 
precision estimate for 30 - 50 TRANSIT 
passes, assuming properly functioning 
standard equipment, is 0.70-meters for 
each axis. This number is based on re­
ductions of several thousand passes from 
a number of semi-permanent tracking sta­
tions. 

Program DOPL79 is the last processing 
stage of a complex of Fortran 66 computer 
programs, together called the Doppler Geo­
detic Point Positioning (DGPP) system re­
siding on the Univac 1100/81 computer at 
DMAHTC. The DGPP system will process a 
variety of receiving equipment formats 
into nominal 30 second Doppler count data, 
access the appropriate Precise Ephemeris 
(PE) spans which reside on removable disk 
packs, and perform the adjustment. Raw 
data on magnetic tapes created on an In­
terdata mini computer is the normal input 
mode for DGPP. The PE has been computed 
since May 1975 in a routine production 
fashion at DMAHTC. 

CALIBRATION DATA FLOW 

Prior to this calibration the geodetic 
accuracy of LONARS was dominated by errors 
with very high spatial correlation. This 
fact allowed LONARS data to be used to 
compensate for platform motion in the 
Transit solution. To minimize the effect 
of correlated errors within the Transit 
system a translocation technique was used. 

Figure 3 indicates the overall data 
flow to support this scheme. The Doppler 
data from the ship and shore sites was 
forwarded to DMAHTC via Autodin where it 
was handled independently through the re­
formatting and preprocessing steps. The 
LONARS data was processed by APL/JHU and 
a tape file of ship's position was sup­
plied to DMAHTC. A file of loran time 
differences was also created for the ac­
tual calibration computation. As figure 
3 indicates, the final doppler adjustment 
program requires three data inputs: fixed 
site doppler related data, ship doppler 
related data, and LONARS ship motion data. 
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Fig. 3 LONARS project data flow. 
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MODIFICATIONS TO DOPL79 SOFTWARE 

The motion compensated, height con­
strained single pass solution with ship -
shore data point matching was used to de­
termine the relative position of the ship 
at a chosen epoch with respect to the 
shore station. This involved the follow­
ing steps (See Figure 4). 



a. Perform a single pass solution for 
the shore station with 2.5 sigma 
data editing. 

b. Perform a motion compensated single 
pass solution for the ship with 
2.5 sigma data editing. 

c. Determine the non-deleted observa­
tions common to both solutions. 

d. Repeat a. and b. except disable 
data edit function and only allow 
common points from c. into the 
solutions. 

e. Difference cartesian coordinates 
from d. and apply to the shore 
station reference coordinates to 
obtain the final ships coordinates. 

To perform the listed steps in a more or 
less automated fashion required modifica­
tions to existing software. A breakout 
of DOPL79 into functional modules is 
shown in Figure 5 with modifications for 
this project shown in parentheses. 

START 

PREPROCESSED 

DATA 

FIN 

INPUT FILE 

Set up program opt ions, 
initial conditions, and 
control program flow 

EPHEMERIS 

ADJUST 

Perform nonstatistical data 
filtering compute corrections 
to data. Evaluate ephemeris 
at da-ca -cimes. 

Iterative least squares 
single pass solution 
(motion compensated) 

Iterative least squares 
multi pass solution­
standard run. 

Fig. 5 (5) DOPL79 program flow with modifications for 
project in parentheses. 

SINGLE PASS PROCESSING CAPABILITY 

Production multipass processing in 
DOPL79 involves a batch fit to all non­
rejected data, and the navigation solu­
tion is not required. This capability 
was coded as an additional functional 
module {SINGLE) in the program. A two­
dimenslonal solution in either the hori-

zontal plane or the Guier plane may be 
output. The measurement model used was 
identical to the multipass case, except 
the time delay parameter was assumed 
known and the tropospheric scaling param­
eter was not determined. The model is 
given in more detail in Appendix B. 

SHIP MOTION COMPENSATION 

To solve for ship's coordinates at a 
particular epoch, the change in ship's 
position with respect to its position at 
epoch must be known a priori over the 
duration of a Transit pass. Including 
these "delta position" corrections into 
the normal computation of slant range dif­
ference will correct the data for the ef­
fect of a drifting platform, leaving only 
the signal due to a fixed site {Fig. 6). 

CM 

x~ 

SATELLITE 

ORBIT 

OCEAN 
SURFACE 

RANGE DIFFERENCE= \xi - x\ - Jx1-1 - x\ 

RANGE DIFFERENCE 

CM 

SATELLITE 

ORBIT 

OCEAN 

SURFACE 

Jx, - xi - \x1-1 - x1-1\ 
\t 1 - <x. + ox 11 - \x 1_1 - <x. + ox 1_1 ~ 

6.X IS LONARS DELTA POSITION 

Fig. 6 Doppler measurement models. 

Note that the nature of the measurement 
model requires that the position correc­
tions be known only at the end times of 
each Doppler counting interval. 

The LONARS position measurements were 
smoothed and interpolated for Transit 
emit times at APL. Satellite alerts gen­
erated at DMAHTC provided the appropriate 
time spans. An epoch was chosen several 
minutes before scheduled rise time and 
LONARS delta positions (LDP's) were gen­
erated with respect to that epoch. This 
epoch became the epoch time of the Doppler 
fix, and the LONARS derived horizontal 



coordinates became the initial horizontal 
coordinates in the solution. The ellip­
soid height at which the solution was con­
strained was obtained by adding the known 
MSL height of the antenna to the NASA GEM 
10-B geoid height, interpolated from a 
grid generated for the survey area. 

The LDP's were input to DOPL79 as an 
additional input file in a pass by pass 
matchup with the standard Doppler data and 
PE coefficients. In module SINGLE, the 
observation equation and the data partials 
were modified to accommodate the LDP's. 
The following mathematical approximations 
were made due to the small drift over a 
pass (less than 3 Km) or the small instan­
taneous velocity (less than 3 meters/sec) 
of the ship: 

a. The ships velocity contribution to 
the equipment delay range rate 

terms (p) was ignored. 

b. The LDP's were evaluated at the 
satellite emit times instead of 
the station receive times. 

c. The initial coordinates were used 
in all tropospheric model computa­
tions. 

These modifications are detailed in Ap­
pendix B. 

TRANSLOCATION RUNSTREAM 

Because no orbit corrections were ap­
plied, the proper name for the method used 
is "Simultaneous single pass point posi­
tioning with common data enforced". Once 
the processing sequence was automated, 
computations generally proceeded smoothly. 
Normally 15-20 pairs of passes were pro­
cessed at a time. The shore station ref­
erence coordinates were the result of a 
40 pass DOPL79 solution observed before 
the start of the at-sea campaign. The 
modified program provided data residual 
correlation analysis and quality control 
flags for each pair of passes. Among the 
quantities monitored were data residual 
rms, two-frequency ionospheric corrections, 
shore station navigation errors, numbers 
of times loss of lock occurred, and amount 
of common data. 

PRE-MISSION STUDIES 

Prior to the field data collection op­
eration a number of small studies were 
conducted to understand the effect of 
various error sources. These studies 
also allowed the modified software to be 
tested under controlled conditions. 

An enumeration of the error sources in 
a single pass Doppler fix would include 
the following: 

a. Satellite ephemeris 

b. Satellite antenna electrical center 
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c. Satellite oscillator 

d. Higher order ionospheric refraction 

e. Residual tropos'pheric refraction 

f. Constrained height of solution 

g. Preamp, receiver noise 

h. Tracking antenna electrical center 

i. Local environment (RFI and multi­
path effects) 

j. Unmodeled station motion during a 
pass (LOP errors) 

Simultaneous Doppler tracking by two sta­
tions in geometrically similar positions 
with respect to the satellite allows a 
more accurate relative positioning be­
cause terms (a. - f,) tend to be of the 
same magnitude and sign, and have a can­
celling effect. Error sources (g. - j.) 
are independent by station and define the 
theoretical limit of accuracy attainable 
using translocation methods. 

Note that for a ship-shore tracking 
pair, item j. is a non-cancelling error. 
The LDP corrections turned out to be the 
single largest error source in this proj­
ect, some what limiting the normal im­
provement allowed by translocation. 

Some pre-mission testing with existing 
land based data sets was done to exercise 
the single pass software and to develop 
insights into PE/DOPL79 single pass accu­
racies. In all runs, a 5 degree data end 
point cut off was used, and reference co­
ordinates were taken from the multipass 
solution results. Unweighted rms naviga­
tion errors for individual stations and 
between stations are given in Table 1. 

Two Ohio, USA data sets tracked at 
separations of 0.5 degrees in latitude 
and 0.8 degrees in longitude had 16 common 
passes. With no selective pass editing, 
a slight improvement in relative preci­
sion over individual station precision is 
seen (Table 1, Test 1). If certain pass 
pairs are deleted based on output statis­
tics from each solution, improved rela­
tive results are obtained (Table 1, Test 
2). Whily only about half of the data 
were used, the repeatability is at the 
several meter level. Edit cirteria were 
developed empirically and included quan­
tities such as solution data variance, 
but did not include the size of the indi­
vidual navigation errors. 

Two standard geoceiver sets (separate 
antenna, preamp, and oscillator) tracked 
33 common passes at the DMAHTC Herndon, 
Virginia Electronics Lab in February, 1980. 
The antenna separation was roughly 4 me­
ters. The relative positioning results 
(Table 1, Test 3) indicate that the noise 



Table 1 

Trans location testing with real data 

PASSES 

TEST STATION INPUT/USED 

1 Ohio 1 16/14 

Ohio 2 

2 Ohio 1 16/8 

Ohio 2 

3 30682A 33/29 

30682D 

4 Ohio 1 16/8 

Ohio 2 

5 Ohio 1 16/8 

Ohio 2 

contribution of the tracking equipment to 
translocation accuracies is below the 1 
meter level. The low single station er­
rors are due to collacation with TRANET 
STATION 407, which is used to reduce the 
PE. 

Twenty five passes from Station 1 
(Ohio) were used to simulate data and 
model errors which would be encountered 
in the reduction of the ships Doppler data. 
Two of the errors, ship motion due to 
waves and linear growth in ship's posi­
tion, are related to the LOP corrections. 
The third error studied was constraint of 
the solution at a height which may be in­
consistent with the PE system. RMS of 
navigation errors were examined as in the 
previous section. 

Data were generated from a sine wave 
with period of 15 seconds and 2 meters 
peak to peak. The perturbation was ap­
plied separately in the Nortn, Eas~ and 
Up directions. RMS navigation errors were 
always 3 meters or less, and the solution 
did not appear overly sensitive to this 
effect. 

A ramp error in station location of 1 
meter/minute was applied as an LOP error 
separately in the North and East direc­
tions, Longitude navigations were found 
to be very sensitive to the ramp in the 
North direction, with an RMS navigation 
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RMS Navigation Errors 

~.m >. ,m ~ ~.m ~ A ,m 

3.0 5.2 
1. 3 4.9 

2.4 3.9 

3.9 4.0 
1. 2 2.0 

3.1 3.6 

1. 3 1. 7 
0.4 0.7 

1. 3 1. 9 

3.9 4.0 
1. 6 7.9 

3.5 6.3 

4.2 5.0 
1. 2 2.9 

3.5 6.3 

error of over 20 meters clearly exceed­
ing the error budget. Other combinations 
were all less than 7 meters. 

For a ship at sea the station height 
is the most natural coordinate to be con­
sidered completely known in the Transit 
navigation solution. To study the prop­
agation of height error into the naviga­
tion, the Ohio translocation results 
(Table 1, Test 2) were taken as a stan­
dard. The run was repeated with the 
height of Station 1 constrained at 5 me­
ters above its optimal (multi-pass) value 
as shown in Table 1, Test 4. Note that 
the relative latitude precision is about 
the same, but the relative longitude pre­
cision degrades by a factor of 4. A sec­
ond run was made with both station heights 
increased by 5 meters, and the relative 
longitude was similar to the standard run 
(Table 1, Test 5). 

These results imply that the differen­
tial height error in a translocating pair 
is a critical factor. It is apparent that 
some inconsistency may result in using a 
PE-derived ellipsoid height for the shore 
station and a gravimetric (geoid plus MSL) 
height for the ship. Thus the NASA GEM 
10-B geoid model was used to generate 
heights for both shore and ship reductions. 

The solution longitude shows the great­
est sensitivity to the aforementioned er­
rors. It was decided that passes below 



15 degrees at Time of Closest Approach 
(TCA) would not be tracked to reduce the 
effect of propagation errors and wave in­
duced ship motion. To alleviate adverse 
error propagation into longitude due to 
translocation geometry, motion errors, 
and differential height errors, passes 
with TCA above 70 degrees were not con­
sidered. Also an attempt was made to bal­
ance a pass east of station with a pass 
west of station in a given area to aver­
age geometry dependent errors. 

It was concluded that the error budget 
of 15 meters could bemet if the GEM 10-B 
geoid was differentially accurate to 1-2 
meters and if motion errors were .5 meter/ 
minute or less. 

DATA COLLECTION 

The data collection effort was con­
ducted during April of 1980, using the 
Research Vessel EL TORO (see Figure 7). 
The instrumentation (Geoceivers and LONARS) 
was housed in an equipment module located 
aft on the upper deck of the EL TORO (see 
Figure 8). 

Fig. 7 and 8 R. V. EL TORO and equipment module. 

Figure 9 indicates the actual data col­
lected. The Transit data collected was 
from satellites 30130 (59), 30140 (60) 
and 30190 (68). As indicated in Figure 9, 
five Transit passes were taken at a point 
denoted "Photo-T area". In this area, 
precision Photo-Theodelite tracking was 
used during the initial checkout. This 

83 

checkout allowed for both equipment per­
formance evaluation and to prove-in the 
data collection procedures. 

The essential feature of the data 
gathering procedure was that the vessel 
was dead-in-water during the Transit 
passes. This drift process allowed for 
simpler models to be used to describe the 
platform motion during the Transit passes. 
Premission analysis indicated that if the 
vessel were "driven" during the pass, the 
various "controlled" ship tracks might 
prove difficult to accommodate. 

DOPPLER DATA ANALYSIS 

A total of 68 valid passes were taken 
between 15 April and 25 April 1980 by the 
ship while at sea. During that same 
period 86 passes were recorded at the 
shore station. Three passes were re­
corded by the ship while moored to the 
wharf. 

It appears that less than 5% of the 
Doppler fixes taken were bad due to 
ephemeris quality or receiver malfunction. 
Histograms of single pass RMS data resid­
uals and navigations for the shore station 
are given in Fig. 10. Note that the shore 
navigations are generally of excellent 
quality, with mean errors of 2.3 meters 
in latitude and 3.3 meters in longitude. 
The shipboard RMS data residuals (Fig. 11), 
with a mean of 0.90 meters, are nearly 5 
times greater on average than those of 
the shore station, reflecting the error 
effects discussed earlier. The magnitude 
of this superimposed noise effectively 
disabled the outlier rejection process 
that would occur at lower noise levels. 
Correlation coefficients computed for the 
ship and shore Doppler residuals were 
generally less than ±0.2. The ship resid­
uals consistently showed greater structure. 
Several of the shipboard passes recorded 
during periods of high sea state were re­
jected because their data residuals were 
significantly higher than shown in Fig. 11. 

The 5 Photo-T and 3 dockside passes al­
low for an independent evaluation of the 
overall system performance. Figure 12 is 
a plot of the position errors from these 
two sets. The dockside fixes used the 
LONARS data for platform motion compensa­
tion, even though the actual ship's veloc­
ity was zero. A number of dockside passes 
were lost due to an equipment malfunction, 
which went unnoticed for several days. We 
were thus left with only 8 independent 
samples. Even this small sample size in­
dicated the validity of the pre-mission 
studies and the full scale data collection 
proceeded. 

CALIBRATION RESULTS 

A detailed discussion of the Loran-C 
propagation model that was developed is 
given in Reference 1. We will summarize 
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here the major findings. A single ground­
wave propagation velocity could be used 
for all 3 propagation paths (Malone, Jup­
iter and Carolina Beach). The value of 
this sea-water (4-5 mhos/meter) propaga­
tion velocity is 299.569 ± 0.012 meters/ 
microseconds. Since the Jupiter and Car­
olina Beach paths are almost totally over 
sea-water, this leaves only an offset 
parameter (emission delay, see Appendix A) 
to be determined. 

The propagation from Malone is a mixed 
path, part over land and part over sea. 
The effect of this mixed path can be ac­
commodated by a correction term dependent 
on the azimuth to the Malone transmitter. 
The rational of the correction term is 
based on the fact that over the area of 
interest the faction of land path to total 
path varies linearly with azimuth. As 
above, there is also an offset term (emis­
sion delay) required. 

There are several facets of this mixed 
path that have not been explored (e.g., 
coastal refraction). The overall LONARS 
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system accuracy using the above model is 
estimated to be better than 16 meters 
radial over the entire area. Since the 
requirements were met there has been little 
support for further study of this mixed 
path propagation. 

As a byproduct of the LONARS calibra­
tion data analysis we obtained estimates 
of LONARS-Aided Doppler fix accuracy. The 
error distribution is elliptical with the 
longitude about 10 meters 1 sigma and lat­
itude about 5 meters 1 sigma. 

CONCLUSIONS 

From the point of view of "surveying" 
at sea, we feel that 10 meters accuracy 
per pass can be readily achieved with cur­
rent equipment and software. In order to 
substantially reduce this, further devel­
opment is needed. The magnitude of the 
longitude error clearly indicates where 
the effort is required. Additional in­
strumentation for roll, ptich and heave 
(vertical velocity) will likely be required. 

The use of "Translocation" did not 
significantly reduce the position errors 
but this procedure provided an excellent 
quality control tool for detecting errors 
in the ephemeris data. For this reason 
translocation is recommended even when 
using the Precise Ephemeris. 

APPENDIX A 

THE LORAN-C SYSTEM 

Loran-C is a low frequency (100 khz), 
pulsed, hyperbolic navigation system. The 
geographic arrangement of the Southeast 
U.S. Loran-C chain is given in Fig. A.l. 

LORAN-C 
SOUTHEAST U. S, CHAIN 
GR! 7980 

MALONE 

W GRANGEV l LLE 

X RA YM.ONDV l LLE 

Y JUP !TER 

Z CAROLI NA BEACH 

OP 2 

Fig. A.1 Southeast U.S. chain. 

LOP 1 



A chain is composed of 3 or more stations. 
One station is designated as the master 
and all other stations are designated as 
secondaries. A chain is identified by 
its Group Repetition Inverval (GRI) which 
is the period (in tens of microseconds) 
between pulse groups that each station 
transmits. The Southeast U.S. chain has 
a GRI of 7980 which means the stations 
transmit periodically with a period of 
79800 microseconds. 

Each station transmits a group of 8 
pulses that are separated by one milli­
second. This group of pulses allows a 
phase coding process to be used so that 
the master can be distinguished from the 
secondaries. The overall chain signal 
format is by time sequencing the stations 
so that no two signals are received simul­
taneously. 

The transmission pat~ern is as follows: 

1. The master transmits its coded 
group of 8 pulses. 

2. At a fixed time after the master 
transmission (known as emission 
delay) the first secondary trans­
mits its coded group of 8 pulses. 

3. Sequentially the other secondaries 
transmit each at a unique emission 
delay as in 2. 

4. At the GRI, the master again trans­
mits and the entire process is 
repeated. 

A receiver in the service area tracks 
(i.e., measures the phase with respect 
to a local clock) the various stations in 
a chain. This process yields the times of 
arrival (TOA's) of the various stations 
with respect to a local clock. From three 
such TOA's two time differences (TD's) 
can be formed by using one of the TOA's as 
a reference TOA. These time differences 
are the fundamental Loran-C coordinates. 
The lines of constant time difference are 
hyperbolas with the stations as foci. 

APPENDIX B 

TRANSIT POSITION FIXING OF A MOVING 
PLATFORM 

B.l Standard (Stationary Receiver) 
Solution 

A single pass solution modeling of 
Geoceiver Doppler observations in the 
reduction program DOPL79 (program file 
DOPPLR-test) can be described by the fol­
lowing observation equation: 

DRi/A + 6F6Ti + IONi + TROPi 

+ CORR. + DR. *TD/A 
1 1 

86 

Where 

DR. 
1 

Thus 
DR. 

1 

And 

6T 

ION. 
1 

TROP. 
1 

CORR. 
1 

DR. 
1 

iTH observed Doppler count 

iTh computed Doppler count 

iTH station to satellite range 
difference, computed from the 
iTH and i + lTH station to sat­
ellite ranges. DRi implicitly 

contains the station location 
parameters X. 

wave length of transmitter Doppler 
signal 

satellite-station frequency offset 
parameter 

ith integration interval at the 
satellite 

ith two frequency ionospheric 
correction 

ith tropospheric refraction cor­
rection (Hopfield) 

a set of correction terms applied 
to the ith observation including 
the following: 

ERC. 
1 

corrects ith count for 
propagation times of the 
Doppler signal 

corrects ith count for 
residual difference be­
tween ground clock and 
satellite clock intervals 

corrects ith count for 
earth rotation correct 
effect 

same as DRi except applies to 

instantaneous range rate instead 
of range 

TD equipment delay, assumed known. 

The three cartesian coordinates and 
frequency off set are carried as unknowns 
in a linearized, iterative, constrained 
least squares solution. The a priori 
constraint (Guier plane [7,8] or station 
height) is applied to the normal matrix 
as a weight matrix in cartesian space. 
Convergence is satisfied when the current 
coordinates change less than 0.01 meter 
between iterations. Outlier data point 
stripping is done at 2.5 times RMS of 
residuals. 



In the standard solution the following 
terms are computed from an approximate 

initial coordinate X°): 

TROP. 
1 

TROP. (X0
) 

1 

The values of x0 in error by more than 10 
kilometers will show decimeter level changes 
in the fix position. For the constrained 
height solution the weight matrix is re-

computed if x0 is more than 100 meters off. 

B.2 Modifications for a Moving Platform 

The fundamental difference is that X 

becomes X(t) where t is time. Thus any 
computation involving station position 
becomes time dependent. The LONARS delta 

position inputs are correction terms ~Xi 

at time Ti to the station position XE at 

a certain epoch T • The constant X is 
e 

replaced by 

-+­
The station location parameters are now XE. 

a. The range is then 

b. The partial derivative with respect 
to station location is updated 

c. 

d. 

e. 

with X. 
1 

The terms Cli and ERCi are computed 

with X. 
1 

The contribution of ground station 
instantaneous velocity to the DRi 
terms is ignored. 

The terms TROP. and PC. are evalu­
ated with the Initial ~poch posi-

tion x0 E only: 

TROP. 
1 

TROPi (X
0

E) 

PC. (X0 
) 

1 E 

d7 

-+-
f. ~Xi are evaluated at satellite 

emit times instead of station re­
ceive times. 

For a vessel freely drifting on the ocean 

surface with x0 E derived from the LONARS 

system, the approximations made ind., e., 
and f. are valid. 

1. 

2. 

3. 

4. 

5. 
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LORAN-C 1982: A HIGH TECHNOLOGY NANOSECOND ACCURACY SYSTEM FOR 
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ABSTRACT 

This paper provides a definition of the new 1982 Loran-C high-technology, nanosecond accuracy 
system that is being used for HHE and restricted waterway navigation. Significant technological 
and operational changes and improvements that have occurred in the past ten years are highlighted. 
Temporal and spatial errors are presented in quantitative terms. Most important, existing and 
proven compensation techniques for Loran-C sources of error are defined including Loran-C receiver 
related issues. 

Introduction 

SECTION 1 
INTRODUCTION AND SUMMARY 

The objective of this paper is to define the 
maximum potential accuracy and resolution 
achievable with the Loran-C radio-navigation 
system and describe techniques for achieving 
this capability in a harbor navigation environ­
ment. 

Over the last several years, the Coast Guard 
and the marine community hav~ been investigating 
techniques for using Loran-C for precise naviga­
tion in harbors and confined waterways. These 
investigations include analytical studies sup­
plemented by field tests in selected ports and 
inland waterways to develop performance and op­
erational data. The US Coast Guard Office of 
Navigation, Short Range Aids to Navigation Div­
ision, desires to assimilate the base of know­
ledge on Loran-C precision navigation and pres­
ent this information in a form that will encour­
age and stimulate the marine industry to exploit 
the full capability of the Loran-C system. 

This paper includes a compilation of re­
search information on Loran-C performance and 
operational capabilities from Government and 
industry studies, analyses, tests, and experi­
ments to characterize the maximum potential ac­
curacy and resolution achievable with the Loran­
C system used by marine vessels in a typical 
harbor environment. Specific attention has been 
given to: 

1. Description of the Loran-C error sources 
and means to compensate. 

2. Description of geographically dependent 
effects, especially the land/sea inter­
face. 

3. Definition of Loran-C coverage contours. 

4. Definition of various Differential Loran-C 
concept alternatives, including: automatic 
corrections, manual corrections, initiate 
and go, and on-the-fly correction. 

5. Definition of receiver performance specif­
ications and limitations, with particular 
attention to resolution and accuracy. 

Section 1 provides a definition of the new 
1982 Loran-C navigation system. The literature 
ipcludes numerous Loran-C navigation descrip­
tions; however, Section 1 not only defines the 
system but highlights significant technological 
and operational changes and improvements that 
have occurred in the past 10 years. These new 
Loran-C system features are summarized below in 
Table 1. 

Summary 

Section 3 of this paper defines in quantita­
tive terms the source and magnitude of Loran-C 
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Table 1. Loran-C system features. 

Improvement tfechnological Operational Impact 

Loran-C Pulse Control x x Textbook shape pulse 
(leading edge) 

Solid State Transmitter' x x 99. 9 percent time 
availabilities 

Improved Chain Control x x Increased chain 
Equipment (positioning 1 stability, relia-
processing, and com- bil ity 
munications) 

Improved Chain Control x Increased chain sta-
Procedures bility (better com-

pensation for tem-
poral fluctuations) 

Increased Automation x x Reduced labor and 
increased relia-
bility 

Improved Loran-C Survey x Improved compensa-
Methods · tion for 1 and-sea 

boundary changes 
(CCZ) and spatial 
effects (bridges, 
islands, etc within 
harbors) 

Improved Planning 
considerations) 

(GOOP x Improved accuracy 

User Equipment x x Improved resolution, 
automation, and 
reliability 

temporal and spatial errors. Transmitter tim­
ing fluctuations, propagation (temporal and 
spatial), noise (atmospheric), and frequency in­
terference are presented in quantitative terms. 
Section 4 provides a description of the compen­
sation techniques that can be used to minimize 
Loran-C errors. Compensation techniques for 
temporal and spatial fluctuations are presented 
in Section 4. Since noise, frequency interfer­
ence, receiver error, and cycle selection prob­
lems are reduced or eliminated by good receiver 
design practices mitigation techniques for these 
are presented in Section 5. 

The error sources, causes, and proven compen­
sation techniques that are dealt with herein are 
summarized in Table 2. A few important observa­
tions referring to items listed in Table 2 
should be made: 

1. (Items 1,2,3) Data in Section 3 includes ex­
amples of very large errors caused by both 
temporal and spatial errors. We no longer 
care how large these errors are since there 
is a proven compensation technique for each 
error source as demonstrated in Section 4. 
Of course, knowing the origin of these errors 
is a requirement. 

2. (Items 4,5,6) Limitations may actually be as­
sociated with the user equipment. Two dif­
ferential Loran-C tests have shown 25- to 50-
foot accuracy is achievable. When examining 
the raw test data it is obvious these values 



Table 2. Loran-C error sources and compensation techniques. 

Error Source Cause 

1. Transmitter timing Cesium, timer, and transmitter 
fluctuations variations 

2. Temporal fluctuations Refractive index changes along 
propagation path 
Surface impedance variation 
along propagation path 

3. Spatial effects Bridges (such as Golden Gate) 
Docks; Buildings; Terrain Ele­
vation (islands. peninsulas in 
vicinity of harbor, river, etc) 

4. Noise (atmospheric Electrical discharges in the 
and manmade) atmosphere and power gener­

ation equipment 

5. Frequency interference In-Band 90-110 kHz 
Near-Band 70-90 kHz 

6. Receiver 

Out-of-band 70 kHz and 
130 kHz 

Error measurement technique 

are in the receiver noise. This is a defin­
ite challenge for the Loran-C manufacturers. 

3. (Items 2,3) A compendium of test data has 
been collected over the past 10 to 15 years 
and presented in Section 3. A clear distinc­
tion has been drawn between spatial and tem­
poral effects (terrain elevation, effects of 
structures, time varying effects such as sur­
face impedance, refractive index changes, 
etc). This distinction is of great importance 
when recognizing the limitations of tech­
niques such as PLAD or positioning reference 
systems (Trisponder, Mini-Ranger, Maxiran, 
etc) used for Loran-C surveys. These tech­
niques strictly provide a calibration of spa­
tial effects. Differential Loran-C methods 
or variations thereof are required to compen­
sate for temporal fluctuations. 

4. (Items 1,2) A functional flow diagram of all 
the major subsystems required to design an 
automated differential Loran-C system is in­
cluded in Section 4. 

5. (Item 2) Automatic differential systems ap­
pear more practical than manual due to the 
frequency update (correction interval) re­
quirements for most harbor and river areas. 

6. PLAD type systems are effective. However, 
caution is a necessity since the presurveyed 
points only include a measure of spatial er­
ror and not real-time corrections for tempo­
ral fluctuations. The data in this paper 
shows the need for real-time corrections 
(100-second correction interval preference, 
15 minutes in certain situations) to compen­
sate for temporal errors. 

7. Operation of initialization techniques are 
presented in Section 4. Additionally, a re­
view of these techniques starting in 1968 to 
the present is provided. 

8. To compensate for spatial changes requires a 
Loran-C grid survey. Both the visual aid and 
position reference systems are defined. Is­
sues associated with grid survey standardiza­
tion are summarized. 

The impact on Loran-C receivers resulting 
from the phenomenal boom in the microprocessor 

Compensation Technique 

Accurate and stable time base frequency. phase 
adjustments on short- and long-tenn basis. cycle 
compensation loop 

Differential loran-C and variations of this method 

Differential Loran-C and variations of this method 

Conduct grid survey. Reflect warpage in grid. 
This is a one-time fix. Use position 
reference system or visual grid survey 
methods ( PLAO) 

Band 1 imiting and switched _q in the receiver. 
linear: filtering done at low-level ahead of 
amplifier and clipped linear amplifier. Hard 
limiter: all linear processing at low-level out­
put has square wave shape. Signal processing 
filters to minimize effects of interference and 
noise. shape the envelope. and minimize unwanted 
distortions. Narrow band switching of the filters 
is provided to gain SNR. 

Band limiting. Interference filters (notch fil­
ters) - number depends on operational area. 
Filter the analog signal or change cross­
correlation process to eliminate synchronous 
interference. 

Linear and hard limiter amplifiers have wide­
band amplifier with low internal noise. 

industry and microprocessor developments is des­
cribed. The fact that microprocessors will im­
prove error measurement techniques implies that 
manufacturers have in hand the technology to 
design receivers with resolution in nanoseconds. 

Regulatory and legislative issues do play a 
major role and an urgent need does exist to ex­
amine potential legal problems for restricted 
waterway use as was achieved by the Coast Guard 
for the CCZ. 

Functions and requirements for radionaviga­
tion aids vary depending on harbor, river, sea­
way dimensions (depth and width of the channel), 
vessel type and size (cargo, pleasure craft, and 
several other categories), and equipment perfor­
mance characteristics associated directly with 
the electronic navigation system being used. 
The remainder of this paper focuses on the Lo­
ran-C electronic navigation system--a proven 
system for Coastal Confluence Zone and restric­
ted (harbors, rivers, and seaways) waterway nav­
igation. 

SECTION 2 
LORAN-C NAVIGATION SYSTEM DEFINITION 

Loran-C is a low-frequency, radionavigation 
aid operating in the radio spectrum of 90 to 110 
kHz. Although primarily employed for navigation, 
transmissions are used for time dissemination, 
frequency reference, and communications. These 
other applications of Loran-C do not affect the 
navigation accuracy. The Loran-C system consists 
of transmitting stations in groups forming 
chains~a coverage area specific to each chain, 
receiving equipment, a propagation medium be­
tween transmitters and receiver, and methods of 
application. At least three transmitter sta­
tions make up a chain. One station is designated 
master while others are called secondaries. 
Chain coverage area is determined by the trans­
mitted power from each station, the geometry of 
the stations, including the distance between 
them and their orientation. Figure 1 shows sub­
system interconnections for a 3-station chain. 
Within the coverage area propagation of the Lo­
ran-C signal is affected by physical conditions 
of the earth's surface and atmosphere which must 
be considered when using the system. Natural 
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Figure 1. Loran-C subsystem interconnection 
for 3-station chain. 

and manmade noise is added to the signal and 
must be taken into account. These physical con­
ditions and noise effects can be troublesome and 
impact Loran-C signals. However, as will be dem­
onstrated later, all known error sources can be 
minimized by using existing error compensation 
techniques and good receiver _design practices. 
Receivers determine the applied coverage area by 
their signal processing techniques and can de­
rive position velocity and time information from 
the transmission. Methods of application provide 
for conversion of basic signal time of arrival 
to geographic coordinates, bearing and distance, 
along track distance and cross error, velocity 
vectors, and time and frequency reference. 

All transmitters in the Loran-C system share 
the same radio frequency spectrum by sending out 
a burst of short pulses and then remaining si­
lent for a predetermined period. Each chain 
within the system has a characteristic repeti­
tion interval between the pulse bursts that en­
ables receiving equipment to be uniquely synch­
ronized thereby identifying the chain and sta­
tions within the chain being employed. 

The U.S. Coast Guard has introduced present 
day technology into the Loran-C system as fol­
lows: 

1. Use of solid-state transmitters. 

2. Better chain control procedures. 

• Improved algorithms to provide corrections 
• Automated unmanned control monitors 
• Increased number of monitors, and, strateg­

ically locating the control monitors. 
• Use of microcomputers. 

3. Using present day grid calibration techniques 
(position reference* systems and PLAD* type 
systems) for Loran-C surveys. Charts are now 
reflecting real-world data rather than pure 
predictions. 

4. Increased redundancy and back-up procedures 
to provide continuous service. 

5. Good chain planning is now resulting in 
shorter baselines and higher signal-to-noise 
ratios. 

6. Transmitting antenna improvements. 

7. Improved communications control between sta­
tions. 

* To be defined and discussed in Section 4. 

Results of the above can be stated quantita­
tively in terms of the traditional gauge of per­
formance (ie, the percentage of usable time the 
service is available each month). The availabil­
ity and reliability of Loran-C systems through­
out the world continues to improve (Reference 
2). 

The worldwide Loran-C chains have provided 
99.9-percent service (less scheduled outages). 
Periods of scheduled off-air are linked to the 
same deficiencies which have plagued Loran-C 
chains for years (ie, maintenance of the towers, 
transmitters, and couplers which are part of 
third- and fourth-generation equipment). The 
new chains are displaying a significant decrease 
in off air time due to; the installation of 
solid state transmitters and dual antenna 
couplers. 

Coverage Area 

The coverage area of a chain is usually de­
fined in terms of signal strength and geometry 
of the transmitting stations with respect to 
each other, as they will support a specified 
position accuracy from a Loran-C receiver having 
certain minimum performance characteristics. 
Coverage area as defined herein is the term ap­
plied on charts prepared by the US National 
Ocean Survey and the US Defense Mapping Agency 
and in the Loran-C implementation plan by the 
Coast Guard. 

Figure 2 displays worldwide Loran-C coverage. 
Loran-C coverage now encompasses over 20-million 
square miles around the US (including Hawaii and 
Alaska), Japan, Canada, Pacific Ocean, Atlantic 
Ocean, Mediterranean Sea, and the Norwegian Sea. 
The shaded area in Figure 2 shows coverage area 
where there is a high probability of obtaining a 
good groundwave fix to an accuracy of better 
than 0.15 nmi (900 feet). The outlined areas 
show skywave fix where there is high probability 
of obtaining a good skywave fix. The stars show 
regions where users have reported good ground­
wave fixes well beyond the expected coverage 
area. Not shown in Figure 2 are the coverage 
expansions that include: Red Sea, Gulf of Aden, 
Arabian Sea, Persian Gulf, portion of the Indian 
Ocean, Saudi Arabia, Iran, Jordan, UAR, Israel, 
Egypt, Sudan, Ethiopia, Pakistan, India, Mexico, 
and extended coverage in Europe. 
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Figure 2. Loran-C worldwide coverage. 

These new chains are being designed to pro­
vide high accuracy (well below 500 feet). Pri­
vately-owned Loran-C chains are being considered 
in the Arctic (northern frontiers of Canada) and 
other areas. The applications are requiring ac­
curacies better than advertised for the CCZ 
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(Coastal Confluence Zone). To achieve higher ac­
curacies for harbor, restricted waterway naviga­
tion, offshore applications, etc augmentation 
techniques (such as differential Loran-C) and 
Loran-C mini-chains have been demonstrated. 

SECTION 3 
LORAN-C ERROR SOURCES 

The US Coast Guard has conducted numerous ef­
forts to determine the source, magnitude, and 
statistics of Loran-C error sources. These error 
sources are significant in terms of magnitude 
and frequency of occurrence; however, in each 
case there is a compensation technique. Fortun­
ately the Loran-C system- has matured over the 
years and proven compensation techniques have 
been developed. Additionally, Loran-C today in­
cludes the use of high technology and good de­
sign practices developed from many years of ex­
perience for both Loran-C transmission and user 
equipment. Estimates for each category of error 
source will be provided based on a review of 
tests conducted over the past 10 to 15 years. 
Then this section will be followed by a descrip­
tion of compensation techniques and good receiv­
er design practices. 

Sources of Fluctuations in Transmitted Signals 

Predicted transmitted error in terms of tim­
ing synchronization, pulse shape control, phase 
control, and parameter drift will now be esti­
mated. 

Timing Synchronization. The time when each 
pulse is transmitted is controlled by a cesium 
beam frequency standard that provides stable and 
accurate time base frequency of 5 MHz and 1 MHz 
which are used as inputs to the Loran-C timer 
set. Together these two equipments form a "Lo­
ran-C clock." Synchronization of the clocks at 
all the stations in a chain is accomplished by 
LPAs (Local Phase Adjustments) on a shortterm 
basis and frequency and phase adjustments on a 
long-term basis. 

The frequency standard used at Loran-C sta­
tions is a Hewlett-Packard Model 5061A Cesium 
Beam Atomic Frequency Stan~13d. The setability 
of these standards is ±10 . In other words 
the fractional frequency offset between two 
5061A standards cannot be reliably reduced below 
th~i 3 level. A fractional frequency offset of 7 x 
10 corresponds to 60-nanosecond gain or loss 
of time per day between the two clocks. If the 
frequency of the two clocks remained constant 
after being set then three 20-nanosecond LPAs 
per day would correct for this drift and the 
maximum error during one day would be ±10 ns. 
However, the frequency of cesium beam oscilla­
tors changes with time in an unpredictable man­
ner. In addition there is phase noise and the 
timer certainly adds some additional phase noise 
or jitter and the information used to derive 
LPAs is corrupted by all the other temporal 
fluctuations. 

In Reference 3 a model of cesium beam stan­
dards was developed. The state space equations 
of this model are given by 

where 

zero mean sequence of uncorrelated 
random variables on constant variance 
aa' corrupting the phase offset 

zero mean sequence of uncorrelated 
random variables of constant variance 
ob 2 corrupting the clock frequency 

fractional frequency values at day k 

daily phase off set 

ek constant. 

Based on 3 to 4 years of clock data at the Naval 
ObseEy~tory, values for a of 5 ns and ob of 8.9 
x 10 have been determi~ed. 

that drives 
series of 

Then the 

We assume that the noise sequence 
the frequency offset is actually a 
small jumps occurring once every GR!. 
value of ob would be given by 

8.9 x l0- 14 /(86400/GRI)l/ 2 

(8.9 x 10-14 )/(8.64 x 10 4 /0.0994)1. 2 

1 x lo- 17 

Thus in the short term most of the fluctua­
tions due to frequency standard instability are 
due to phase noise since the longer term fre­
quency effects are removed by LPAs. Thus we es­
timate that the short-term variations are about 
5-ns rms. Due to the fact that the timer has a 
quantization level of 6 ns, we roughly estimate 
an rms error of about 10 ns due to the Loran-C 
timer set. 

Not all of the fluctuations in the transmit­
ted signal are due to cesium standard instabil­
ity. The transmitter itself is also a source of 
signal fluctuation. However, the transmitter is 
maintained in phase lock with the 5-MHz output 
of the cesium standard to within ±20 ns by the 
cycle compensation loop. Plots produced at 
Loran-C transmitting station Middletown, Cali­
fornia (the X-secondary on the West Coast USA 
Loran-C chain) , have been examined that show 
these slight adjustments (Reference 4). The 
cycle compensation loop function is recorded 
continuously and the records are saved. This 
loop compensates for changing bias levels within 
the transmitter and changing delay times. It is 
estimated that because of the fact that the 
cycle compensation loop only makes 20-ns correc­
tions, fluctuations in the signal due to the 
transmitter are roughly estimated to be 6 ns. 

The rss of the cesium variations, the timer 
variations, and the transmitter variations yield 
an equipment error of 
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Loran-C Temporal Timing Fluctuations 

There are three categories of important error 
sources that can cause TD Loran-C timing fluc­
tuations. These are: receiver-induced, trans­
mitting equipment, and propagation fluctuations. 
To determine the magnitude and source of Loran-C 
transmitting induced timing fluctuations it 
would be necessary to locate receivers near (50 
to 70 km) two or more transmitters in a service 
area. Through simple addition and subtraction 
of TDs significant propagation and equipment 
fluctuations could be separated as long as the 
fluctuations are larger than receiver error 
(typically 25 ns). Specifically this measurement 
configuration requires the following assump­
tions: 



1. The propagation fluctuations in a signal 
traveling in one direction over a given base­
line are equal to the propagation fluctua­
tions in a signal traveling in the opposite 
direction. 

2. Propagation fluctuations over the short paths 
are small compared to other timing fluctua­
tions. 

3. Receiver-induced fluctuations are small com­
pared to chain and propagation fluctuations. 

4. Chain fluctuations are the same for all re­
ceivers in the service area of interest (ie, 
chain fluctuations are not spatially depen­
dent). 

We have been able to separate equipment and 
propagation induced fluctuations. 

TD and TOA measurements have been conducted 
over a large area in the Southern Triad of the 
West Coast, USA (Reference 5). One of the West 
Coast experiments was aimed at determining the 
stability of Loran-C signals. No Loran-C timing 
fluctuations could be attributed to large atmos­
pheric changes even though numerous cold and 
warm weather fronts (parallel and perpendicular 
to the propagation paths) passed over the vari­
ous propagation paths. The -timing fluctuations 
were typically below 35 ns (rms, standard devia­
tion) each week for 12 weeks. Propagation fluc­
tuations (rms, standard deviations) were below 
20 ns and masked by receiver noise. Additional­
ly, two receivers (LC204 and BRN-5 linear) were 
colocated at Ft. Cronkhite (near San Francisco) 
monitoring TDX and TDY for ten continuous 
months. The propagation paths ranged between 50 
nmi and about 475 nmi. The mean values over the 
entire 10 months (which included winter~the 
most severe fronts cross the paths) did not 
change more than 60 ns and standard deviations 
were <35 ns. The Ft. Cronkhite measurement site 
is only 100 miles north of the control monitor 
(located at Point Pinos, CA). This shows good 
control when the receiver (user) is near the 
monitor. 

The West Coast results show a very stable 
(Southern Triad) Loran-C system that was not 
significantly affected by frontal systems pass­
ing over the propagation paths. Additionally, 
the results at Ft. Cronkhite show good control 
when the user is in the vicinity of the control 
monitor. 

Previous Experiments on the East Coast. The 
expectations, based on earlier East Coast data 
collections, that weather phenomena might change 
the groundwave phase by as much as 0. 5 to 1 
microsecond or more were not borne out in any of 
the data· collected on the West Coast (USA) and 
more recently in the Canadian Great Lakes 
region. 

Diurnal fluctuations measured over a propaga­
tion path (753 nmi) between Carolina Beach and 
Dana have revealed 1-microsecond changes in the 
winter and 0.5-microsecond changes in the summer 
(Reference 6). The propagation paths in the 
Great Lakes experiment are as long as the Caro­
lina Beach-Dana path (in both cases typically 
550 to 650 nmi). There is a difference in con­
ductivity of about a factor of 2 which should 
not have significant impact. These large timing 
fluctuations have been attributed to the passage 
of frontal systems. Attempts to explain the 
above changes in Loran-C TDs based on meteoro­
logical (ie, changes in temperature occurs the 
same tir.1e as the change in TD) explanations have 

been attempted by several researchers (Refer­
ences 7, 8, and 9). Even though the Loran-C data 
compares well with a specific weather parameter 
(temperature) , the fact remains that diurnal TD 
timing fluctuations are about 4 to 5 times as 
great as can be explained by simple calculations 
using expected changes in the index of 
refraction. 

Figures 3 and 4 (taken from Reference 9) show 
the idealized cold front in terms of N units 
(variation of the refractive index from unity). 
In the case of the cold front the variation in N 
would result in a prediction of a rapid change 
in the primary phase of 100 ns and a change of 
-60 ns for secondary phase. This yields a total 
phase lag increase of 40 ns. From Figure 4 it 
appears that warm fronts would not produce sig­
nificant phase changes. It is estimated that 
shifts in TD's due entirely to atmospheric 
changes would not exceed 20-ns rms and are prob­
ably about 10-ns rms. 

Temporal Fluctuations Summary. Tables 3 and 
4 show Loran-C temporal tilming fluctuations 
measured over the past 10 to 15 years. Several 
observations can be made about this tabulation: 

1. The largest peak-to-peak temporal fluctua­
tions have occurred in the winter season. 

Figure 3. 
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Idealized cold front in N units 
(from Reference 9). 
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Figure 4. Idealized warm front in N units 
(from Reference 9). 

2. These effects in the Northern areas 
related to surface impedance changes 
ice, and freezing conditions). 

may be 
(snow, 

3. These fluctuations are all smaller than re­
ported before approximately 1973 (perhaps 
improved chain control, better geometry, 
shorter baselines, higher SNR, and careful 
placement of control monitors are impacting 
these new results). 
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Table 3. Test results showing temporal 
fluctuations. 

Sponsoring Organization Results Refs. 

CaNdhn Hydrograph1c Service/ TD fluctuations vary from 0.05 to 0.3 10 
Klan Tempo µs peak-to-peak. over two to three days 

depending on location wrt control moni-
tor. Weather fronts produce 0.05 \JS TO 
change. 

US Coast Guard/Kaman Tempo Seasonal TD variations 0.06 µs at Ft. 4 ,ll ,12 
Cronkhite. Weekly TO variations are 5 ,13 
typically 0.035 us. 

US Coast Guard/Magnavox Weekly TD variations are 0.3 \JS. 14 

US N .. y/Sperry Sensonal TO variations are highly cor-
related with refract1vity. 15 

SystBIS Manag..,.nt Weather fronts reported to induce large 
TD variations·. 

FM/TSC Sensonal variations in Vermont at 0.8 16 
µs peak .. to-peak (largest in winter). 

US Coast Guard/TASC Seasonal TO variations in St. Marys 
River Chain are 0.4 JJS peak-to-peak 17 
and largest in winter. Diurnal TD 
variations are 0.04 µs peak-to-peak. 

US Coast Guard/lnternav Differential Loran-C errors of 1 JJS 18 
reduced using Differential Loran-C. 
50-foot accuracy demnstrated. 

4. Reports produced by the sponsoring/performing 
organizations have explained these computa­
tions reasonably well and have demonstrated 
the means to compensate for t~mporal errors. 

Spatial Error 

The time-of-arrival of a Loran pulse depends 
on the electrical properties of the earth's sur­
face over which these signals propagate. These 
electrical properties include the impedance or 
conductivity of the ground, the roughness or 
terrain variations of the surface, the refrac­
tive index of the atmosphere at the surface, and 
the lapse rate or rate of change of refractive 
index with altitude above the surface. Spatial 
variations of the transmitted Loran signal are 
primarily influenced by the nonhomogeneous sur­
face impedance and by variations in terrain 
elevation. 

Temporal Effects 

Temporal effects may be produced by time 
changes on these spatial features but are more 
easily influenced by the surface refractive 
index and the lapse rate of the refractive index 
of the earth's atmosphere, which are known to 
change diurnally and with changing weather con­
ditions as discussed earlier. 

Spatial Effects Testing. One of the objec­
tives of the Loran-C Signal Analysis Harbor Nav­
igation project conducted by the US Coast Guard 
was to improve the accuracy and control of Lo­
ran-C through a better understanding of Loran-C 
signal characteristics. An important step in 
achieving this objective was to better define 
the predictability of the Loran-C signal phase 
and amplitude characteristics and to explain 
differences between observed time differences 
(TDs) and predicted TDs using current prediction 
and calibration techniques with emphasis on ter­
rain and surface impedance behavior. 

Four groundwave propagation prediction models 
or techniques have been reviewed and tested 
against each other and against a carefully con­
trolled experimental data base by Gambill and 
Schwartz (Reference 11). This work has been 
instrumental in understanding the behavior of 
spatial effects on Loran-C. Therefore, the pre­
diction models used to explain the experimental 
results will be discussed. The four techniques 
are: 

1. Honogeneous Spherical Earth-A well-researched 
technique which includes comprehensive pub­
lished literature. 

2. Millington's-A semi-empirical technique cur­
rently used for system calibration. 

3. Wait's Multi segment Spherical Earth-A theo­
retical model to account for inhomogeneous 
earth. 

4. Integral Equation Solution-A 
gram to calcluate signals 
inhomogeneous terrain. 

computer pro­
over irregular 

Paragraphs below include comparisons between 
Millington and Integral Equation predictions, 
and the mesured data base to better explain the 
significance of spatial and surface impedance 
effects on Loran-C signals. Comparisons have 
also been conducted using the flat-earth homo­
geneous spherical earth, and Wait's multiple 
segment techniques by· Gambill and Schwartz in 
Reference 11 will not be shown here. 

Experimental Configuration. Measurements of 
phase time difference (TD) and signal arrival 
times (TOA) were taken at eight sites over a 
period of 60 days, as nearly as possible along 
the Yankee to San Francisco Harbor path, between 
Searchlight, NV, and Ft. Cronkhite, CA. The 
main reason for these measurements was to com­
pile a comprehensive experimental data base for 
comparison with predicted results from predic­
tion techniques previously mentioned. Analysis 
and interpretation of the differences between 
measured and predicted data were to lead to a 
better understanding of Loran-C signal charac­
teristics. 

The Searchlight/Ft. Cronkhite path was selec­
ted for the experiment because of its extremely 
variable terrain and demonstrable history of 
short-term weather fluctuations. The assumption 
was that irregular terrain and variable surface 
impedance along the path would produce experi­
mental results that differed significantly from 
simple model predictions and therefore would 
provide a data base for thoroughly testing 
models that account for irregular terrain and 
impedance. 

It was also expected that weather variations 
typical of the time of year might occur during 
data collection periods along the path. If 
large variations in measured data occurred con­
currently with significant weather pheomena, 
then the data could provide additional guidance 
to improve models of weather produced variations 
in the prediction codes. 

Figure 5 identifies the nearest town where 
data collection sites were established to take 
TOA measurements. The figure is not drawn to 
scale, but is intended to show the approximate, 
relative off-set distance of these locations 
from the geodesic. The precise (receiver) an­
tenna locations were used to compute predic­
tions. The latitude and longitude in WGS-72 
coordinates and the distance from each site to 
the Searchlight transmitter can be found in 
Reference 13. 

Before proceeding with the experimental re­
sults a discussion of modeling techniques used 
to analyze the test data is in order. 

Model Intercomparison. 

Classical Techniques. This idealized tech­
nique will not produce phase delay estimates 
with useful accuracy for irregular paths (such 
as defined in Reference 11). However, because 
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Table 4. Test information. 

Data Data 
Sponsori ng/Perfonning Completion loran-C Number Test pampllng Sample Data 

Organizations Date Chain Of Sites Duration Measurements Location ~nterva l Size Application Quality Hot I vat ion 

Canadian Hydrographf c 1978 
Service/Kaman Tempo 

US Coast Guard/Kaman 1978 
Tempo 

US Coast Guard/Magnavox 1977 

US Coast Guard/lnternav 1973 

US Navy/Sperry 1971 
Systems Management 

FAA/TSC 1980 

US Coast Gua rd/TASC 1980 

Northeast US 3 3 wk 

US West Coast 18 10 mo 

US East Coast 3 3 mo 

US East Coast B 2 mo 

US East Coast 3 1 yr 

Northeast us 3 14 mo 

St Marys River 3 1 yr 

IHIS IS NOi A SCAHD flGUll 
l1oe~collsctl°"1iln0<0 ........ nol 
...,.....,i_l•.relo1i,,...dialanccofr­
.......... .r~. 

MQllll V,lN 
HOUSING 

/ :~~;!. nn~'.:~~~~~~· 

OA.IWIN 

TOW, TOX 

TOX, TOY 

TOAM 

TOY, TDZ 

TOW, TOY 

TOW, 
TDX 

TDX, 
TOZ 

CAllHAllON 
Sil( 

TOY, 

TOY, 

v.oo:u 
llAf.ftMITHI 
UAIC .... IGHI 

Figure 5. Propagation path data collection 
sites relative to the geodesic. 

the classical technique is imbedded 
techniques, the numerical procedures 
considered. 

in other 
should be 

The general classical theory solution results 
in an infinite series representation for the 
complex groundwave loss function. The series 
converges rapidly for long paths but requires 
many terms for paths less than 100 km in length. 

(Approx.) (usec) 

Great Lakes 100 sec Oct 80 to Great Lakes 0.02 Temporal effects 
Region Nov BO Navigation and relation to 

chain control 

West Coast 100 sec Aug 77 to Harbor Nav- 0.02 T empora 1 fl uc tua-
(Southern Triad May 78 lgation tfon evaluation 

and means to CORI-

pensate 

Fort Wayne, IN 15 min Feb 77 to Loran-C 0.02 Cause of Diurn1l 
Newark, OH Aprll 77 System TD variations 
Washington, DC Support 

Del aware River 100 sec Jul 73 to Harbor Nav- 0.02 Dlfferentla l Loran-
Aug 73 igation C evaluation 

Nantucket, MA 15 min Oct 67 to Stra teglc 0.01 Po ten ti al Improve-
Carollna Beach Sep 68 Submarine ment afforded by 
Jupiter, FL Navigation Propagation Cor-

rections 

Burlington, 3 hrs Aug 79 to Civil A/C 0.1 Seasonal , Di urna 1 
Newport, & Oct 80 Navigation variations in TD 
Rutland, VT grid bias 

Northern 15 min May 79 to Ore Carrier 0.02 Month-to-Month 
Michigan May BO Navigation TO varfati ons 

of St Marys 

hypothetical cases. One example is shown in 
Figure 6 for a five-segment path. The results 
are typical of results obtained for a number of 
other cases (Reference 11). As a result of this 
comparison, we concluded that the prediction 
differences were small compared to errors caused 
by the neglect of terrain variations. 
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Two short-path approximations are available, one Figure 6. 
for high surf ace impedance and the other for low 

Comparison of MULSEG and Millington 
for a five-segment path (sea to land). 

surface impedance. 

The evaluation of the classical theory deter­
mined the required number of terms in the series 
for a specified path length and level-of-accur­
acy, and also defined appropriate distances to 
switch from the accurate series solution to the 
short-distance approximations (Reference 11). 

Millington's Technique Compared to Wait's 
Multiple Segment Technique (MULSEG). Both these 
techniques account for inhomogeneous impedance 
along the path. The results produced by these 
two techniques have been compared for several 

Millington' s Technique Compared to the Inte­
gral Equation Solution. Results from Milling­
ton' s technique and the integral equation tech­
nique have been compared for two cases: one 
where terrain effects are important, and one 
where terrain effects are suppressed. These 
comparisons were made during the process of com­
paring experimental and predicted results and are 
discussed later. 

Data Preparation. All methods considered 
require an accurate definition of geodetic path 
length as input. Also, all methods currently 
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use a single value for the effective earth rad­
ius along the path. The classical approach re­
quires a single value of surface impedance for 
the entire path. Millington's technique and 
MULSEG require surface impedance data for as 
many segments as are required to account for 
inhomogeneity along the path. The integral equa­
tion requires inhomogeneous impedance data for 
segments along the path and terrain variations 
relative to a smooth spherical reference. 

Path Length. For accurate prediction, path 
length needs to be determined within a few tens 
of meters. Phase prediction errors resulting 
from path length error are approximately 3.3 ns 
per meter. Accurate site position surveys and 
geodetic distance calculations using Sodano's 
technique provided path length accuracy that 
should limit the phase error to less than 10 ns 
in this experiment. 

Effective Earth Radius. An effective earth 
radius, a (usually larger than the earth's ac­
tual radiDs, a) , is used to approximately ac­
count for the refractive effects of the lower 
atmosphere. Approximate relationships defining 
the effective radius in terms of surface refrac­
tive index are provided in Reference 19 and 
elsewhere. A ratio of a to ~ of 0.85 was used 
in the calculations reported h~re. 

Surface Impedance. Crude estimates of surface 
impedance can be obtained from existing surface 
conductivity maps or from maps providing general 
surface and topographic features. These esti­
mates are usually adequate for Millington's 
technique, where the typical application is to 
adJUSt original estimates of surface impedance 
to match selected experimental data before using 
the surface impedance values to make predic­
tions. 

To make more accurate predictions, surface 
impedance is estimated using best available data 
defining geophysical and electrical properties 
ot o;urface and subsurface layers. The availa­
bility and detail of these data depend strongly 
on location. 

Figure 7 shows (thin lines) the best estimate 
of the surface impedance along the propagation 
path, using geophysical data from the US Geolog­
ical Service and the California and Nevada Bur­
eaus of Mines. Data were obtained at various 
locations for one, two, three, or four layers 
and processed using a multilayer surface imped­
ance model. The details of the data and proces­
sing are provided in Reference 19. Figure 7 
shows amplitude data only. The surface impedance 
phase in all cases was very close to 45 degrees. 

Also shown on Figure 7 (heavy lines) is a 
twelve-segment approximation that was used later 
in comparing Millington's technique calculations 
to the integral equation results. 

Terrain Data. Terrain data are required only 
for the integral equation approach. For many 
areas of the world, digitized data are available 
that provide more detailed definition of terrain 
variation than can be used in the computations. 
Proper automation of data search and smoothing 
routines can reduce this data preparation task 
to a reasonable computer effort. 

In the experiment described here, digitized 
data were not available over the entire path and 
terrain variations were obtained from the most 
detailed topographic maps available. Digitizing 
the data from the maps and subsequent verif ica­
tion of the data took 2 to 3 manweeks. Data 
preparation for the integral equation technique 
can be a formidable task unless a digitized data 
base and associated software to scan and select 
appropriate data are available. 

O. l 
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Figure 7. Approximation to the surface impedance 
for a Millington calculation. 

The original data defining terrain along the 
propagation path are plotted in Figure 8. The 
detail shciwn in the figure is more than is re­
quired in the integral equation and some data 
smoothing was applied. Phase predictions shown 
later used terrain data that were smoothed by 
averaging data over a 3-km interval. 

Comparison Between Predictions and Experi­
mental Data. One primary goal of this effort 
was to compare pure predictions (ie, no tuning 
of input data using measured signal phase or 
amplitude data) with measured data. Figure B 
shows the predicted secondary phase (signal 
phase lag in excess of the free space phase lag) 
for the integral equation results and Milling­
ton' s technique results. The integral equation 
results were obtained using the detailed imped­
ance estimates shown in Figure 7 and the terrain 
variations shown in Figure 8 (after smoothing). 
The Millington results were obtained using the 
twelve-segment approximation to the detailed 
impedance estimates shown on Figure 7. 
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Figure 8. Original worst case path terrain data. 
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It can 2lso be noted from Figure 9 that the 
iritegral equation results produce better 
IT!Cn t wi t.h t~c measured data than 
results (le, inclusion of the terrain 
provides an apparent improvement) . 

To verify that the differences between thE' 
Millington and integral equation predictions are 
due to terrain effects, a second calculation was 
performed with the integral equation, but '.'lith 
terrain effects suppressed. These results, with 
Millington's technique results repeated, are 
shown in Figure 10. The agreement between pre­
dictions is very good and provides confidence ir. 
the computational models. The results provide 
further verification that Millington's technique 
is useful when terrain effects are minimal. 

Additional Comparison. Two additional sets of 
calculations were performed to provide a crude 
measure of sensitivity of predicted versus meas­
urement difference to input parameters. We be­
lieve that terrain data is adequately defined 
and input value errors would most likely be the 
surface impedance definition. Figure 11 shows 
the original integral equation predictions, the 
measurements, and a new integral equation pre­
diction made with the conductivity of all seg­
ments along the path decreased by a factor of 2 
(this increases the surface impedance by approx­
imatelv a factor of 2). Note that the two pre­
dlctio~s !lO\'l almost bracket the measured d~ta. 
It is clear that selective adjustment of the 
co:1ductivity of different segments by a factor 
of approximately 2 could produce good agreement 
between measured and predicted values. These 
adjustments were not performed because of the 
computer costs for repetitive calculations with 
the integral equation program. 
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Comparison of measurement of Milling­
ton and integral equation predictions 
after surface impedance adjustment. 

Also shown on Figure 11 by the filled-in 
circles are results obtained with Millington' s 
technique with the impedance of the twel ve-seg­
ment apprxoimation adjusted to approximately 
minimize the rms difference between Millington's 
predictions and measurements. Impedance values 
had to be generally increased to compensate for 
terrain effects and/or errors in the original 
impedance values. The results obtained by vary­
ing the impedance values indicate that the im­
pedance values need to be known much better than 
a factor of 2 for accurate (100 ns) predictions 
over long overland paths. 

Clearly it has been demonstrated that deter­
ministic prediction techniques alone are not 
adequate for precise navigation. However, a care­
ful balance between predictions and measured data 
(empirical models) may have some merit. 

Predicted Weather Effects. Except for one 
isolated incident, no significant weather-pro­
duced fluctuations were observed during the West 
Coast experiments. As a result, little emphasis 
was placed on prediction of weather effects. One 



example of predicted weather-produced fluctua­
tions was produced using surface weather data 
from a station (Reno, NV) near the Master trans­
mitter. The atmospheric pressure in millibars, 

predictions at Ft Cronkhit~e shown in FigL're 
9. Ft. Cronkhite is the last measuren~nt 
point along the path and is located in San 
Francisco Harbor. 

Spatial Effec~s Measured fro_m ,t'revious Exr:.cr­
mentsa Tables 5 and 6 provide~-a summary of sc-a­
tial test data collected over the past 10 to .. JS 
years. Several interesting points can be made 
about '!'ables 5 and 6 and the propagation pc;th 

the temperature, and dew point temperature were 
taken at Reno. These values were used to compute 
the surface refractive index and a corresponding 
value of effective earth radius. Phase fluctua­
tions, which are the sum of the primary and sec­
ondary phase fluctuations, were computed for path 
lengths of 100, 300, 500, and 700 km. The pre­
dicted phase fluctuations were small, showing a 
maximum value of 15 ns. These values agree in 
order of magnitude with the experimental obser­
vations during the Loran-C Signal Analysis West 
Coast Experiment with one exception, where it is 
postulated that a larger change was produced as a 2. 
result of precipitation-induced surface imped­
ance changes. A discussion of this exceptional 
case was provided in Reference 13. 

experiment previously discussed: 

1. Present conductivity maps 
for chart preparation 
alone. 

not adequate 
predicticns 

Caution must be exercised bv the user when 
purchasing Loran-C receiver-systems that 
claim to include propagation corrections if 
these corrections are prepared using conduc­
tivity values from outdated or inaccurate 
maps~ Conclusions. Detailed conclusions and recom­

mendations are provided in Reference 11. A sum­
mary of the discussion in Reference 11 is pro­
vided below. 

1. For a smooth, inhomogeneous earth, Milling­
ton' s technique and Wait's multiple segment 
technique produce nearly identical results. 
Therefore, 1'hllington' s tc-echnique should be 
used in preference to Wait's because of its 
greater simplicity and shorter running 
time. 

2. Millington's technique and the integral equa­
tion technique give nearly identical results 
for a path with highly inhomogeneous imped­
ance when the terrain variations are suppres­
sed for the integral equation calculations. 

3. The integral equation calculations show that 
both terrain and surface impedance variations 
are important in predicting secondary phase. 
Our numerical computations indicated that the 
terrain can be defined with sufficient accur­
acy with data points spaced at approximately 
an integration step size of 1 km. Our exper­
imental observations and predictions indicate 
that to obtain prediction accuracy on the 
order of 100 ns or better, the surface imped­
ance uncertainty must be much less than a 
factor of 2 for overland paths. 

4. The effect of terrain variations (in this 
case elevations greater than one wavelength 
above the mean geoid) was to increase the 
secondary phase. Thus, matching calibration 
data with impedance variatiori_s alone requires 
higher than actual impedance values to com­
pensate for the terrain effects. 

5. Data preparation for the integral equatiol'I 
method is a formidable task. The hand prep­
aration of the data for the worst-case path 
required an effort of about 1 man-month. Dig­
ital terrain data tapes for the path were not 
available. Hand preparation of data for a 
coverage area would not be practical. 

6. The highly variable terrain and surface im­
pedance along the worst-case path and the 
differences between predicted and measured 
values indicate the need for more closely 
spaced measurement points to adequately cali­
brate phase change along the overland portion 
of the path from an experimental standpoint. 
On the other hand, measurements made beyond 
the region of major terrain variations can be 
used to compensate for the integrated effects 
of terrain-induced fluctuations. A good exam­
ple is the match between measurements and 
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3. Effects of terrain elevation are pronounced. 

4. Surface impedance is time varying (ie, sig­
nificant TD variations occur with extremes-­
dry-to-freezing conditions, precipitation, 
etc). Loran-C surveys do not account for 
these seasonal changes. Such surveys only 
include terrain elevation and surface imped­
ance is reflected in the measurement for an 
instantaneous period of time. 

Compensation techniques do exist to account 
for all of the above. 

Atmospheric and Manmade Noise. There are a 
number of types of noise that may influence Lo­
ran-C signal reception, although, usually only 
one type will predominate. Broadly the noise 
can be divided into two categories depending on 
whether it originates in the receiving system or 
externally to the antenna. The internal noise 
is due to antenna and transmission line losses, 
or is generated in the receiver it:self. It has 
the characteristics of thermal noise and, in 
many cases, its effects on signal reception can 
be determined mathematically with a high degree 
of precision. External noise can be divided 
into several types each having its own charac­
teristics. The most usual types are of atmos­
pheric, galactic, and manmade origin. 

In the low frequency 100 kHz part of the spec­
trum noise is developed almost entirely from 
electrical discharges in the atmosphere and man­
made sources, such as power generation equipment. 
The strength of the Loran-C signal is stable, so 
it is this electrical background interference 
that varies with weather. 

Atmospheric noise is generally characterized 
by short pulses with random recurrence superim­
posed upon a background of random noise. Aver­
aging these short pulses of noise power over 
several minutes yields average values that are 
nearly constant during a given hour. 

The noise can be better understood by examin­
ing the model shown in Figure 12. The model 
consists of the impulsive disturbances, I(t); 
Gaussian noise, W(t); and the desired signal, 
S (t) . The impulsive-noise atmospheric noise 
model is characterized by a randomly occurring 
impulse of the form 

n 
I, 

g l,e 

where 1 is the area under the signal curve (ie, 
E6, where E is the amplitude of a pulse of dura­
tion 6 seconds, g £ is a random variable with 
equal likelihood of being ±1, and n is a normal 



Table 5. 

Sponsor ing/Perfonning Completion Loran-C Number Coverage 
Organizations Date Chain of Sites (km) 

US Coast Guard/TASC 1979 US West Coast 27 land 1500 
23 sea 

US A 1 r Force/MITRE 1979 Sou the as t US 126 80 x 140 

US Coast Guard/TASC 1978 St Marys River 25 120 

Canadian Hydrographic 1978 Northeast US 10 1000 
Service/Kaman Tempo 

US Coast Guard/Kaman 1978 US West Coast 8 on radial 800 
Te111>0 14 in harbor 40 

Canadian Hydrographic 1977 Canadian West 200 1000 
Service/Same Coast 

US Anl1)'/Same 1975 US East Coast 61 lOOxlOO 

US Anl1Y I Same 1973 US East Coast 54 3x8 

C011111erce Dept/Same 1972 us East Coast 74 IOOxlOO 
-. 

Measured site-to-s1te change rn TOA 

Table 6. Spatial test results. 

Sponsori ng/Perfonni ng Organization Results 

US Coast Guard/TASC San Joaquin Valley introduces I to 
2 J.JS TDX anomaly. 

US A1 r Force/MITRE large area warpage. Warpage inde-
pendent of altitude below 13K feet. 

Spatial test information. 

Measurements Spacing Application Oata Qua! ity Motivation 
(km) (µsec) 

TOW, TOX, 20-100 km CCZ Navigation 0.1 - 0.2 Loran-C chart 
TOY errors 

TOW, TOY 10 km A/C navigation 0.1 - 0.2 Grid warpage caused 
using ARN-IOI RCVR by land paths 

TOX, TOY, 4 km Ore carrier navi- 0.2 Chain calibration 
TOZ gation of St Marys 

River 

TOAM* 1 TOAW* 200 km Great Lakes Navi- 0.1 - 0.2 Conductivity map 
gation improvement 

TOAY* along 100-km a 1 ong Harbor Navigation 0.07 - 0.2 Grid Prediction 
radial TOX radial evaluation 
and TOY in 4 km In 
harbor harbor 

TOAH, TOAX, 30-km offshore CCZ Navigation 0.5 offshore Chain calibration 
TOAY continuous O~l near straits 

near straits 

TOY, TOZ 10 km Terrestrial nav- 0.2 Coordinate con-
igation using man- version roode 1 
pack RCVR deve 1 opment 

TDY, TDZ 0.5 km Terrestrial nav- 0.1 Coastline-induced 
igation using man- anomalies 
pack RCVR 

TOW, TDZ 5 km Basic propagation 0.1 Local grid warpage 
research 

random variable with mean µ and variance a 2. 

The subscript t refers to a particular cycle 5e­
ing examined (given that the impulse occurred in 
that cycle) . The impulse occurrence rate µ is 
the range 30 to 2000 impulses per second, and 
the occurrences are assumed governed by a Pois­
son distribution. 

US Coast Guard/TASC Conductivity is nonunifonn in 70 k.m For the Loran-C model 
V (median value of the 
tg~ulated in Reference 27) 
noise model by 

carrier, the quantity 
voltage deviation as 
can be related to the 

x 130 km coverage area. 

Canadian Hydrograph1c Service/ Conductivity map is incorrect by 
Kaman Tempo factor of 2 to 10 in certain regions. 

US Coast Guard/Kaman Tempo Accurate prediction requires terrain 
and conductivity data. TO residua 1 
changes rapidly at land-sea interface. 

Canadian Hydrographic Service/Same Effects of land-sea interface and 
mountains are pronounced. 

US Amy/Same TD residuals after large-area 
calibration of linear model are 0.3 
µs nns. 

US Anny/Same TD anomaly is observed at sea/land 
interface. 

. , !'' 
.. 

lit) I '• " " '7Scoil•f•' 

'• 

Figure 12. Model of signal and noise at the 
input to Loran-C receiver. 

Varn 
2 20 log10 [exp(ai /2] 

where Vdm is given in dB. 
that 

It can be shown 

or 

E 
n 

E 
u 

F 
a 

20 log
10 exp [ µ i + a i 2]) 

95.5 + 20 log 10 fMHz + log
10

s (µV/m), 

where E is the rms noise field strength, F is 
called ehe noise parameter (effective noise ~ac­
tor that results from the external noise power 
available from a loss-free antenna where F = 10 
log 10 .f , fMH is the frequency of the me~sure­
menE inaMHz l~ 0.1), and Bis the bandwidth (20 
kHz). In the noise model, values of µ are ob­
tained for F and aF ±F . Table 7 sbmmarizes 
the results i'ttained aFroma¥!he model for the San 
Francisco harbor area. The model can be exercised 
for any desired location worldwide. The table 
indicates that the median noise values, F , dif­
fer the greatest between summer and win'¥°er and 
expected (the difference is approximately 7 to 17 
dB) depending on the time block. Table 7 shows a 
substantial change for time of day for the three 
time blocks shown for each season. 
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Table 7. Noise results for San Francisco har­
bor (carrier frequency 100 kHz and 
bandwidth of 20 kHz). 

a, u, {dB rel. 1 V/m) 
Time F 

am oFam vdm Average Lower Upper 

Season of Day (dB) (dB) (dB) (dB rel. 1 uV/m} 

Winter 0000-0400 108 4.6 28.7 2.57 11.24 10.71 11.77 

0800-1200 85 6.4 29.5 2.61 14.08 13.34 14.81 

1600-2000 97 5.5 29.0 2.58 12.58 11.95 13.21 

Spring 0000-0400 ll5 4.0 29.0 2.58 10.51 10.05 10.97 

0800-1200 93 6. 7 30.5 2.65 13.38 12.61 14.61 

1600-2000 103 6.5 29.2 2.59 11.93 11.19 12.68 

Sunmer 0000-0400 115 5.0 28.6 2.57 10.41 9.84 10.99 

0800-1200 98 7.4 31.5 2.69 13.04 12.19 13.89 

1600-2000 115 5.8 29.0 2.58 10.51 9.84 11.17 

Fall 0000-0400 115 4.9 29.4 2.60 10.60 10.03 11.16 

0800-1200 95 6.6 31.1 2.68 13.29 12.53 14.05 

1600-2000 109 6.3 29.2 2.55 11.01 10.29 11. 74 

Atmospheric noise, manmade noise, and spectral 
interference can be most troublesome sources of 
degradation when using Loran-C :- Section 4 de­
fines good design practices that can minimize 
noise. 

Spectral Interference 

In the frequency bands 60 to 90 kHz and 100 
to 180 kHz there are broadcast stations that 
operate with keyed CW, AM, PSK, and FSK modula­
tion schemes. Several of these stations are 
located near coastlines and also in the vicinity 
of the Great Lakes region and are used for long­
range communications. These transmitters have 
radiated powers in excess of 100 KW. Users of 
Loran-C in the vicinity of one or more of these 
sources must be able to cope effectively with 
the interference. Not all spectral interference 
is from outside the 90- to 110-kHz band. Both 
skywave interference and cross rate interference 
sources also adversely affect receiver 
performance. 

Data Summary. It is customary to futher clas­
sify spectral interference by frequency band 
location of the interference relative to the 90-
to 110-kHz band. The classifications are as 
follows: 

f. In-Band Interference: Interference whose 
carrier frequency lies in the band 90 to 110 
kHz. 

2. Near-Band Interference: Interference whose 
carrier frequency lies in the frequency bands 
70 to 90 kHz and 110 to 130 kHz. 

3. Out-of-Band Interference: Interference whose 
carrier frequency lies in the frequency bands 
below 70 kHz or above 130 kHz. 

Special tests were conducted in the field 
(Reference 4) to observe interfering signals, to 
determine the signal acquisition time of a typ­
ical user receiver throughout the Great Lakes 
region, and to monitor receiver operation. Fig­
ure 12 illustrates sites along each radial where 
measurements occurred. The site code from this 
figure is used in Table 8 to identify locations. 
Paragraphs that follow include results of each 
of the above. 

During the field experiment several interfering 
frequencies were detected using a spectrum analy­
zer and are summarized in Table 8. The input to 
the analyzer was from an LC204 receiver (RF out­
put jack) . The notches were not used on the re­
ceiver during the tests that resulted in the data 
displayed in Table 8. Table 8 shows all the fre­
quencies that were scaled from spectrum analyzer 
photographs. Some general comments regarding 
Table 8. 

Table 8. 

Radial 

A 

B 

c 

0 

E 

F 

Frequencies scaled from polaroid 
photographs. 

Measurement Site "•• Frequency 
J. Day Hr/Min 

Fl int (AO) 284 0800 71.2 
122 
60 

Welland (Al} 281 1630 60 
Woodstock (A2) 276 1730 71.2 

122 
60 

Grand Bend (A3) 289 0800 71.2 
122 

Wa 11 aceburg (B3) 289 1945 71.2 
122 

Wallaceburg (B3) 290 0730 71.2 
122 

Wallaceburg (83) 291 0730 71.2 
122 
60 

Port Hope {Cl) 298 0900 76.4 
111 

Massey (C3) 300 0800 112 
71.1 
60 

Victoria Harbor (C2) 298 0900 71.2 
111 

Peshu Lake (01) 301 1645 71.1 
122 
60 

Wawa (03) 306 1700 71.2 
83.5 

Ft Francis (El • Fl) 316 1000 llO 
60 

Mine Center ( E2) 319 0800 83.5 
125.9 

Mt Cauley Lake (E3) 321 0800 83.5 
125.9 

Atico Gold Mine (E4} 323 0830 60 

Ash Lake (F2) 327 1400 110, 130, 60, 
54, 71.2 

Annstrong Lake (F3} 329 0830 60 
125.9 

Superior Nat. Forest (F4) 330 1430 60 
Ottawa 268 1415 125.9 

1. The Eastern portion of the Great Lakes is af­
fected by frequencies of 71.2, 122, and 60 
kHz. 

2. The Northwestern portion of the Great Lakes 
region is affected by several frequencies but 
when examining the photographs the effects 
are not nearly as severe as the Eastern Great 
Lakes region. 

3. Ash Lake had an unusual amount of interfer­
ence as compared to other sites. Again, this 
may be due to the randomness of broadcast 
times from these interfering transmitters 
rather than anything unique about the Ash 
Lake site location. 

Interference from out-of-band signals was 
also examined in the Chesapeake Bay. One source 
(an 8 8-kHz, high-power, narrow-band transmitter 
located in Annapolis, MD) reduced the receiver's 
sensivitity by several dB. When properly adjus­
ted, successful operation occurred in the pres­
ence of this interfering signal as long as the 
vessel was greater than approximately a few 
hundred meters away from the transmitter. 

Bench tests indicated that the narrow-band 
notch filters (that are manually controlled) did 
not adversely affect the receiver's accuracy or 
ECO characteristics if they were adjusted out­
side the Loran-C band (below 90 or above 110 
kHz). 
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SECTION 4 
AUGMENTATION TECHNIQUES TO 

COMPENSATE FOR ERRORS 

The previous section has defined and provided 
quantitative information for the following Lo­
ran-C error sources: 

a. Transmitter 
b. Temporal (including refractive index and 

surface impedance) 
c. Noise 
d. Frequency interference 
e. Spatial. 

Some of the above error sources vary with geo­
graphical location and time; while others are 
dependent on equipment design or geometry. The 
approach in this section is to define compensa­
tion techniques that are presently available to 
minimize these error sources. 

Differential Loran-C to Compensate for Temporal 
Errors 

Loran-C signals are monitored at a fixed 
site, and the TD (Time Difference) can be com­
pared with a reference TD for the monitor site. 
A correction can then be computed and transmit­
ted to users. This techique.., called Differential 
Loran-C, whereby realtime corrections are ap­
plied to Loran-C TD readings has been shown to 
provide improved accuracy (Reference 13), and 
this technique shows promise for marine naviga­
tion in the harbor and harbor entrance (HHE) 
areas (Reference 13). 

A general differential Loran-C system is 
shown in Figure 13. The important features of 
this system are: 

• Multiple monitors. 

• Use of Loran-C control monitor informa­
tion. 

• Use of an estimator/predictor. 

• Improved correction algorithm. 

• Multiple communication links. 
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Figure 13. Differential Loran-C system. 

These features all represent departures from the 
traditional differential concept and are expec­
ted to improve system performance. 

The central idea of differential concept is 
to estimate the errors in user time differences 
and then transmit the error estimates to the 
user so that he may correct his TD readings and 
hence obtain improved accuracy. 

Before installing a differential Loran-C 
there are several f ators that ~ust be considered 

during the design phase. These are summarized be­
low. Standard covariance analysis (Reference 28) 
should be used to investigate the performance 
sensitivity to correction updates, estimator com­
plexity, SNR, modeling errors, and estimator/pre­
dictor design parameters such as weighting fac­
tors. Simulation using existing Loran-C system 
models should be used to deter- mine performance 
versus the following: 

• Number of monitors 

• Orientation and spacing of monitors 

• Characteristics of user and monitor re­
ceivers 

• Location of control monitor 

• Availability of control monitor data 

• Length of sample time for computing moni­
tor reference TD means. 

The impact of the communication channels should 
be analyzed separately using standard techniques 
for communication systems. The more important 
parameters are 

• Size of differential coverage area 

• Frequency of correction 

• Magnitude and precision of correction 

• Site and frequency choice 

• Modulation and error correction 

• Number of monitors. 

Communication channel requirements should be de­
fined and communication channels postulated. Bit 
error rates should be determined and input to 
the system simulation and their impact on system 
performance evaluated. Validation tests to ver­
ify the above should be conducted prior to in­
stallation and operation. 

Review of Past Work and Performance Expected 

The concept of using a monitor receiver to 
correct a user receiver was originally proposed 
by the Naval Electronics Laboratory (NEL) for 
the Omega radio navigation system and was called 
differential Omega (Reference 29). The purpose 
of the original concept was to estimate the av­
erage phase velocity to a monitor receiver and 
then determine a phase velocity correction fac­
tor that would be used to crrect published 
charts and tables. These correction factors 
would then be broadcast to the Omega users in 
the vicinity of the monitor receiver. Experi­
ments were performed where the difference be­
tween the charted reading of the monitor loca­
tion and the monitor receiver reading was used 
as a correction factor. 

One very significant observation was made 
concerning the experiments. Three stations, 
Aldra, Haiku, and Trinidad, were tracked. The 
station at Aldra had only been in service a very 
short time and was not properly synchronized. 
As might be expected, the error in user position 
from the use of charts for the Aldra-Trinidad 
pair was very large. However, the error in user 
position after the differential correction fac­
tor was applied was quite small. In other words, 
differential Omega was not affected by improper 
system synchronization. 

In the summer of 1973 an experiment was con­
ducted in the Delaware Bay area to collect data 
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for analyzing the potential of Loran-C for high­
accuracy, all-weather navigation in river, har­
bor, and harbor entrance environments (Reference 
18). The definition of the differential Loran-C 
correction factor used in this study was some­
what different than the differential Omega cor­
rection factor described above. Instead of taking 
the difference between the actual monitor TD 
reading and the charted value of the TD, the 
correction factor was computed by differencing 
the actual TD from its long-term sample mean. 
Thus the differential concept was being applied 
to the repeatable mode instead of to the normal 
mode of system operation. Using this concept 
one does not need to know the monitor location 
at all. All that is required is that the monitor 
receiver be in operation long enough to compute 
a long-term sample mean. 

The experiment specifically examined the im­
provement versus distance and improvement versus 
monitor TD averaging (correction update rate). 
The long-term sample means were computed using 1 
week of data. The significant results of this 
experiment were as follows: 

• Maximum improvement was obtained for a 
100-second update interval (the data samp­
ling interval) with little or no improve­
ment for update intervEls longer than 15 
minutes. The corrections for the longer 
intervals were based on TD averages over 
the interval preceding the correction. 

• Signals with high SNR showed the most im­
provement. 

• There was no apparent tendency for differ­
ential errors to increase with increasing 
distance from the monitor (maximum separa­
tion was 69 miles). 

• Errors attributed to differential changes 
in path transmission times were insignif­
icant. 

A second differential Loran-C study (Refer­
ence 3) was commissioned by the Coast Guard as 
part of the Loran-C Signal Analysis project. Its 
purpose was to provide necessary data for the 
evaluation of the potential use of Loran-C for 
high accuracy, all-weather navigation in a har­
bor, harbor entrance (HHE) environment. Four 
modes of system operation were considered: 

1. Absolute location 
2. Relative location 
3. Differentially augmented absolution 

location 
4. Differentially augmented relative 

location. 

To provide an assessment of the absolute mode, a 
means of converting TDs to absolute geodetic 
position is necessary. The mariner normally 
performs this conversion with the aid of nauti­
cal charts which have Loran-C grid lines drawn 
on them. However, there are no such published 
charts for the San Francisco harbor, and an 
intermeuiate step to provide a calibrated grid 
for the harbor is necessary. 

The specific objectives of this experiment 
were thus to provide a calibrated grid of the 
San Francisco harbor and estimates of the spa­
tial distortion, and obtain the data required to 
assess the performance of Loran-C in the above 
mentioned modes. 

To accomplish these objectives, a series of 
measurement deployments were planned which in-

The harbor experiment was divided into three 
phases: (1) a planning phase; (2) a land site 
measurement phase at sites around the periphery 
of the harbor and on Treasure, Angel, and Alca­
traz Islands; and (3) a vessel measurement phase 
conducted aboard the USCG research vessel Polar­
is. Figure 14 shows the location of the 13 land 
sites and an outline of the areas covered by the 
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Figure 14. San Francisco Harbor test area. 

Polar is. The vessel measurements 
cribed in later paragraphs where 
compensation is discussed. 

will be des­
spatial error 

Planning Phase. The specific objectives of 
the planning phase were to ( 1) select the land 
measurement sites; ( 2) select vessel tracks; and 
(3) estimate spatial grid anomalies. To aid in 
the planning phase, data analyzed from Fort 
Cronkhite, USCG calibration data collected at 
Treasure Island, and data from the propagation 
path experiment discussed earlier were used. 

An idealized grid was first prepared for the 
harbor and harbor entrance of San Francisco Bay 
as a visual aid in planning and experiment con­
trol. For example, TDs from these grids were 
provided to site technicians to verify proper 
receiver operation. For two LOPs (lines of 
position) an idealized grid is parametrized by 
six quantities: four average phase velocities 
and two secondary emission delays. The time 
differences for a user at latitude L and long­
itude A are given by 

TDX (L, A) 
(1) 

TDY (L, )..) dM(L,J.)/VMY 

cluded both land site and vessel measurements. where 
The measurements began 8 April and were termin-
ated 9 May 1978. 



L 

VHX 

vx 

dM(L, !.) 

dX(L, !.) 

dy(L, !.) 

latitude of user position 

longitude of user position 

emission delay for X-ray (µs) 

emission delay for Yankee (µs) 

average phase velocity from Master 
for TDX (km/µs) 

average phase velocity from Master 
for TDY* (km/µs) 

average phase velocity from X-ray 
(km/µs) 

average phase velocity from Yankee 
(km/µs) 

geodetic distance to Master (km) 

geodetic distance to X-ray (km) 

geodetic distance to Yankee (km) . 

Note that TlJ measurements at three positions ( 3 
TDX, 3 TDY) are sufficient to determine all of 
the parameters in the idealized model. When less 
than three measurements are available, param­
eters must be estimated by __predictions or ob­
tained from other sources. To obtain the neces­
sary parameters for the initial idealized gr id 
from available data, Fort Cronkhite data and 
USCG chain calibration data were used. From the 
chain calibration data the values of the emis­
sion delays were determined by averaging TD data 
taken on the baseline extensions. The values 
obtained were: 

28094.467 µS 

41967.620 µS 

The phase velocity V was estimated using the 
phase predicted from the integral equation pro­
gram for the Yankee path to Fort Cronkhite. Then 
values were assigned to V , V X' and V 1y which, 
when adjusted for the XlanJlto-sea ~nterface 
effects, matched the Fort Cronkhite data for TDS 
and TDY reasonably well. The phase velocities 
determined were 

0.299061 km/µS 

VX 0.2983804 km/µs 

VY 0.299150 km/µs 

As a first approximation, we assumed that 
spatial grid distortions were primarily the 
result of phase recovery at land-sea interfaces 
and the scattering of signals from large metal­
lic bridges. At land-sea interfaces, the sec­
ondary phase of the Loran-C signal undergoes a 
rapid decrease (see Figure 15, which is typical 
for all lower to higher conductivity changes). 
When the interface is far from the transmitter, 
the phase recovery is primarily determined by 
the overwater distance after the transition, as 
illustrated in Figure 16. This effect was em­
ployed to calculate first-order grid distortions 
relative to the idealized grid. A typical exam­
ple of the distortion is shown in Figure 17. 

*Obviously, in the real world, VMX and VMY must 
be equal, and they are treated so in this sub­
section. However, Equation 1 can be used as a 
numerical fit to data, as it is in later sec­
tions, and a better fit can be obtained by 
allowing VMX,ov11Y. 

75 80 BS 90 9S 100 105 !10 115 120 125 
DISTAICE Fltl)ll TRAHSMITIER (Ut) 

Figure 15. Effect of a land-sea interface on 
the seconday phase. 
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Figure 16. Phase change versus distance from 
the land-sea transition. 

Figure 17. First-order TDX variations (ns) pro­
duced by the land-sea boundary ef­
fect in the outer harbor. 

Two areas were considered: (1) the area outside 
the Golden Gate bridge to the sea buoy, and ( 2) 
the inner harbor. Examination of the estimated 
TD errors outside the Golden Gate revealed that 
TDX errors ranged from +200 ns to -25 ns, while 
TDY errors were in the range +50 ns to -75 ns. 
For the inner harbor TDX errors ranged from +200 
ns to -400 ns, while TDY errors were in the 
range +50 ns to -75 ns. 

To study grid distortion caused by large me­
tallic structures such as bridges, it was as­
sumed that scattering was the major effect. The 
bridge structure was modeled as a rectangular 
conducting plate, and both cw and pulsed opera­
tion were considered. Figure 18 shows estimated 
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Figure 18. 
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Phase error produced by reflection 
from Golden Gate Bridge. 

phase fluctuation versus distance from the 
bridge. In the pulsed mode of operation, the 
fluctuations damped out more quickly than in the 
cw mode. Based on this analysis, it was predic­
ted that the largest distortion would occur on 
the harbor side of the Golden Gate Bridge. This 
results because the X-ray signal is parallel to 
the bridge, producing little interfering reflec­
tion and the Master signal arriv-es perpendicular 
to the bridge, producing maximum reflection. For 
the Bay Bridge the distortion was predicted to 
be less severe than for the Golden Gate Bridge, 
with TDY being most affected. No significant 
distortion was expected near the Richmond Bridge 
since its height is only a small fraction of a 
wavelength at 100 kHz. 

The land harbor sites and the vessel tracks 
were selected on the basis of the analysis des­
cribed above. For details of the selection pro­
ces:3, see Reference 12. As an example, a closely 
spaced series of parallel vessel tracks in the 
vicinity of the Golden Gate Bridge was selected 
to map the scattering effects predicted. 

Pixed Land Site Phase. The purpose of the 
lan;i site measurements was to provide data nec­
essary to obtain: ( 1) a calibrated, accurate 
harbor grid; (2) an evaluation of grid accuracy 
and anomalies; (3) an evaluation of relative 
(repeatable) mode Loran-C; and (4) an evaluation 
of differentially augmented relative mode Loran­
c. The land harbor site measurements were made 
using five receivers in three deployments of ap­
proximately 1 week each. Since two sites were 
visited twice, data were collected at a total of 
13 sites. Figure 14 shows the location of the 
sites. The crosses represent deployment 1 sites, 
the circles represent deployment 2 sites, the 
triangles represent deployment 3 sites, and the 
squares represent sites which were common to 
deployments 2 and 3. 

_Data Collection and Analysis. The data col­
lected are summarized in Table 9. The values in 
Table 9 were computed using 7 to 9 days of data 
(data sampling interval of 100 seconds) for each 
site (the actual number of days of data for each 
site is indicated in the data sample column of 
Table 9). All standard deviations are small (ie, 
below 30 nanoseconds). Week 2 showed the largest 
standard deviations. As already mentioned in 
Section 4, this is attributed to problems at the 
Point Pinos SAM. Note the shift in mean TDX and 
mean TDY at Fort Point and Fort Mason between 
weeks 2 and 3. Fort Cronkhite data also exhib­
ited similar behavior. 

To evaluate the accuracy of the idealized 
grid and calibration techniques, a series of 

Table 10. Harbor experiment data summary (values 
in microseconds). 

Data 
Deploy11ent Measurement S1te Sa111ple Hean TOI Mean TDY Std. Dev. Std. Dev 

(doys) TDI TOI 

l l. Sears Point 7 27159.2852 43306. 6406 0.0218 0.0195 
2. Point Molate 7 27203.0703 43241.7576 0.0161 0.0185 
3. Angel Island 7 27221.6641 432ll .2812 0.0222 0.0177 
4. Hunters Po1nt 7 27256.0820 43167 .8594 0.0278 0.0217 
5. Treasure Island 7 27238.0508 43201.4687 0.0243 0.0203 

2 6. Ballena Bay 7 27272.6992 43178.0156 0.0249 0.0205 
7. Collins Har1ne 7 27241.4961 43188.1641 0.0210 0.0255 

B. Fort Mason 9 27226.5696 43196.8047 0.0271 0.0220 

9. Fort Point 7 27217.5937 43197 .5937 0.0250 0.0230 

10. Polnt Bon Ha 6 27199.4912 43204.1031 0.0291 0.0276 

3 11. VA Hosp1ta 1 
fort M11ey 7 27211.7305 43191.1250 0.0227 0.0227 

12. fort Point 9 27217 .5761 43197 .5625 0.0169 0.0223 

13. fort Mason 9 27226.5620 43196.7969 0.0175 0.0193 

14. Alcatraz Island 9 27225.4256 43202 .554 7 0.0174 0.0196 

15. Berkeley Marina 6 27246.7695 43211.9375 0.0218 0.0276 

grids were prepared based on the data from se­
lected land sites. The accuracy of the result­
ing grids was estimated by comparing the predic­
ted TD for the measurement sites with the actual 
measured values. A thorough discussion of these 
procedures can be found in Reference 11. The 
idealized grids were derived from the following 
data: (1) the original grid parameters estimated 
in the planning phase; (2) fixed sites with all 
over-land paths (Fort Cronkhite, Sears Point, 
Ballena Bay, and Berkeley Marina); (3) fixed 
site data with both on-shore and mid-harbor lo­
cations (Sears Point, Alcatraz, and Fort Miley); 
and (4) data from all sites using a least squares 
fit. The accuracy of the grids fits to the data 
progressively improved from (1) to (4). This 
comparison is summarized in Table 10. 

Conclusions from Fixed Site Data. The error 
contours from the planning phase did not explain 
the difference between measured values and the 
initial idealized grid. It was discovered that 
an additional major error source was due to the 
nonlinear phase distance relationship (ie, phase 
is not really a linear function of distance even 
for a short homogeneous path segment as assumed 
in Equation 1. Additionally, it was determined 
that the land-sea recovery was not as large as 
predicted when the parameters of Equation 1 are 
estimated from data taken at a carefully selec­
ted set of calibration sites. The effects of the 
nonlinear phase-distance effect are worst at 
moderately close distances to the transmitter, 
where the phase versus distance function has 
significant curvature. Thus, grid fits may have 
larger errors for short baseline systems than 
for long baseline systems (given equal accuracy 
in the calibration data). The sensitivity to 
conductivity changes is greater, thus temporal 
changes in the ground conductivity due to precip­
itation or freezing can cause significant grid 
instabilities. 

The use of grids based upon phase velocity as 
a polynomial function of range and bearing from 
each transmitter was not considered. It was rea­
soned that the additional complexity of these 
grid models would only yield slight accuracy 
improvement, since the required smoothness in 
the spatial derivatives of the phase is clearly 
not attained in the complex signal path impe­
dance structure found in harbors. 

The analysis of grid calibration techniques 
found in Reference 11 provides an upper bound 
for grid fit error of 250 ns for the area bound­
ed by the calibration sites. This error analy­
sis also predicted larger grid errors for TDX 
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Table 10. Surrunary of harbor fixed site data reduction and grid preparation. 

.. TOI E 
Std On. ( 

lle•n TOY E 
Std Dew. ( 

• Error 
x Error 

Distances to Haste.-, 
X-ray,and Yankee 

Sile l\i(km) Ox(km) Oy(km) 

fort Cronkhite 174 .588 104.519 746.697 

fort Mt1ey 175.085 110.971 741.214 

Pofnt Bon tta 174.455 106.654 144.558 

fort Point 170.808 108.400 718.861 

Point 81 unt 164 .550 JO]. 175 716. 769 

Alcatraz Is land ]66. 36] 106. 168 715.957 

fort Mason 168.020 108. lBI 735.87J 

Hunter's Potnt 168.596 117. 796 721 .8Jl 

Ballena Bay 360.146 114.]95 122.419 

Col ltns Marin• 366. 266 I II .Oil 731.574 

Treasure Island 162.170 106.589 7l2.047 

Berkeley Hartna ]56.070 101.164 728.491 

Point KDlate 159. 70] 92. 988 741.02] 

Sean Point 150.111 70.240 750.917 

Orlgtnal 
Estl•ated Overland On Shore Least 
P•rameters Paths -t Har-bor Sou ares 

rror 505 544 - -39 0.5 
TOI) 107 102 154.5 111 

rror 201 ·91 I0.4 0.] 
TOY) 127 Ill 91.4 81 

11011 
995 1027 426 211 

TOY 512 JB0.5 124 141 

*Add 27000 to TOX 
Add 4lOOa lo TOT 

~ . 9 

!OX (vs) TOY(µs) 

192.402' 210. 969' 

111. Ill 191.115 

199.492 204.10] 

217 .586 197 .579 

221.664 211.281 

125.426 101. 555 

226. 586 196.801 

256. 082 167.859 

272.699 178.016 

241.496 188.164 

218.051 201.469 

248.170 211.9]8 

201.070 241. 758 

159.285 106.640 

Measured Minus 
Predkttons~ 

Site 
fort Cronkh t le 

fort Mtley 

Point Bontu 

fort Point 

Point Blunt 

Alcatraz Island 

fort Mason 

Hunter 1 5 Point 

Ba I lena Bay 

Coll tns Hartna 

Treasure Island 

Berkeley Martna 

Po1nt Molate 

Sears Pofnt 

than TDY, which was confirmed by the measure­
ments. The final idealized grid had about 100-
ns accuracy for the harbor area best sampled by 
the calibration sites. An obvious means of im­
proving grid accuracy would be to use multiple 
grids. The number of grids and their boundaries 
could be selected based on an error analysis 
which bounds the error of each subgrid. 

An alternative grid parametrization consid­
ered was the linear grid, which is a lineariza­
tion of Equation 1 about some fixed location. 
Obviously a linear grid is less accurate over a 
large area, but errors near the linearization 
point may be quite small. Thus, one might consi­
der the use of multiple linear grids to achieve 
the same accuracy as the idealized grid. This 
essentially trades increased parameter storage 
needed for the simpler coordinate conversion 
algorithm (ie, one only needs to solve a set of 
linear instead of nonlinear equations). The 
linear grid is of interest from the standpoint 
that it is simple, easily implemented, and need 
not provide absolute position (see Reference 
31). Both the idealized grid and the linear 
grid have the very desirable property that the 
grid calibration can be completely automated and 
performed in real time. This has been implemen­
ted for the linear grid by the USCG. 

Evaluation of Differentially Augmented Rela­
tive Mode (Differential Loran-Cl. The fixed 

site data from the first deployment were proces­
sed to simulate a differential Loran-C system. 
The concept of differential Loran-C was tested 
in the Differential Loran-C Time Stability study 
(Reference 18) as stated earlier. In this study, 
conducted in 1973, it was shown that the differ­
ential mode of operation resulted in improve­
ment factors of 1.5 to 3 over the repeatable 

htfmated 
Parameters Used Ove.-1 and Path On Shore and Least Square flt 
in Experiment Plan Data Hid Harbor Oata to ll St tes 

~ 

TOX(1os) TOY(i>S) TOX(µs) JOY (1.s) IOX(1os) IOY(l's) TOl(µs) TOT(1») 

192. 363 211. IJ4 192.401 210. 796 191.915 211.100 192.191 211.027 

111.171 191.143 111.307 190.180 211.131 191.115 111. 908 191.051 

199.899 104.427 199.911 104 .081 199.456 104. 391 199.65] 104 .121 

117 .947 197.581 117 .984 191.241 111 .198 197.482 111 .511 197.418 

111.016 111.511 111.065 111.11l 111.496 111.193 111.516 111.290 

126.000 201. 7J6 216.0]7 101.420 215.426 202 .554 225.468 202.540 

227 .207 196.916 117. 24] 196.581 226.611 196. 167 116.670 196.742 

256.842 168.113 256.81] 167 .749 256.0l9 167.981 256.020 167 .960 

27J.694 178. ]35 273. 726 178.016 272.812 178.049 272.674 178.082 

242 .097 188.410 242. Ill 188.018 241.403 188.211 241.408 188.220 

238. 154 201.678 218. 190 201.]15 238.112 201.411 238.084 201.441 

249.675 212.202 249.711 211.938 249.005 211.810 248.87l 211.884 

201.415 241. 942 201.459 241.698 203.06] 241.626 201.077 241.650 

159.229 ]01 .152 159.185 107 .021 159.285 306.639 159.281 106. 716 

TOl(ns) TOT(ns) TOX(ns) TOT(ns) TOX(ns) TOY(ns) TOX(ns) TOY(ns) -•l9 -165 -0.1 •172.6 •426. 7 -IJ0.6 •210.8 -57 .9 

-540 ·18 -575.6 +344.7 +O.l +0.5 -176.7 •ll.2 

-407 ·224 -444.5 •121.5 +36. 2 -189. I -161.1 -118.l 

-)5] •IJ -397 ,6 i]]6.8 +168. I +97. l •74.5 •141.5 

-362 -230 -400. 7 +68. I -tl67 .9 -12 .5 +131.9 -8.6 

-574 -181 -WO. I +I 14.6 +0.5 t0.8 -42 .3 t-15.4 

-617 -111 -651 .2 t213.6 -24.6 -t]4.4 -84.2 -t-59.3 

-760 -254 -791.3 •lla.5 t6J.a -124.4 -t-62 .5 -101.0 

-995 -319 -1027. I +a.4 -112.8 ·]2.8 '1-24.9 -65.5 

-601 -246 -635.1 +86.4 +93.4 -67 .0 -t-87 .8 -55.1 

-10] -209 ·7l9.l -t-94.0 -61.l '1-31.8 ·12.1 +21.6 

-905 -264 -941.9 +a.a -235.1 •107.9 -102 ,6 •51. 7 

-345 -184 389.0 +59.8 +1.0 +I JI .5 -7.1 •108.1 

•56 -512 +a. J -lll0.5 -ta.J +a.8 '1-).6 -76.] 

mode. In the differential mode a monitor recei­
ver at a known, fixed location is used to compute 
a correction that is provided to users in the 
area. The user then adds this correction to his 
receivers TDs to obtain more accurate TDs. The 
basic formula for computing the correction for 
X-ray from data at site G is 

DC (t.) 
l 

TDGX - TDGX (t.) 
l 

( 2) 

where DC(t.) denotes the differential correction 
at time t.~ TDGX is the average monitor or con­
trol TD, ~nd TDGX(t.) is the monitor TD at t .. 
The error in the differential correction, or tfie 
differential error DE, is the sum of the signal 
variation at the mobile location and the DC, 
namely 

(TDSX(ti) - TDSX) + (TDGX(ti) - TDGX), 

( 3) 

where S is the mobile user site. 
differences are highly correlated 
receivers measure without error, 
would be quite small. 

If 
and 
then 

the time 
the two 
the DE 

Consider the problem of finding the optimal 
estimate of the user TD given the TD at the 
monitor. It is well known that the linear 
minimum variance unbiased estimate is given by 

/"'---.. 
TDSX(t.) 

l 
(4) 
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where TDSX(t.) denotes the minimum variance 
estimate of TDSX(ti) and the gain K is given by 

K 
E (TDSX(ti) - TDSX)(TDGX(ti) - TDGx) 

2 
E (TDGX(ti) - TDGX) 

( 5) 

where E {•} is the expectation operator. If we 
multiply Equation 4 by -1 and add TDSX(t.) to 
both sides we get i 

(TDSX(ti) - TDSX) - K(TDGX(ti) - TDGX) 
/"-. 

TDSX (t.) - TDSX(t.) 
i i 

(6) 

We see that this represents a general expression 
for the differential error. Since TDSX(t.) min­
imizes the variance of Equation 6, we cbnclude 
that 

-K (TDGX (t.) 
i 

TDGX) ( 7) 

is the optimum differential co=ection. It is 
clear that Equation 2 is a special case of Equa­
tion 7 where K = 1. 

If K = 1 as computed by Equation 5, then we 
conclude that 

COV(TDSX,TDGX) COV(TDGX,TDGX) ( 8) 

or TDSX and TDGX are perfectly correlated. It 
is obvious that using Equation 7 as a correction 
rather than Equation 2 should reduce the vari­
ance of the differential error. The form of 
Equation 7 has a nice intuitive explanation. 
Since we are dividing up the variance of the 
monito7 TD, we see that as the variance goes up, 
the gain goes down. However, since the numerator 
of Equation 5 is the covariance of the mobile 
and monitor TDs, we see that for highly correla­
ted TDs the gain will approach unity no matter 
how large the variance of the monitor becomes. 
This is a very satisfying logical result. 

The terms in Equation 5 can be estimated from 
experimental data. To do this we can estimate 
the covariance and variance by computing the 
sample covariance and the sample variance. The 
formulas are given by 

COV(TDSX,TDGX) 

and 

COV(TDGX,TDGX) 

1 
2 

N 

N 

L 
i=l 

N 

L 
i=l 

( 9) 

2 
[TDGX(ti) - TDGX] 

( 10) 

where N is the number of 
Equation 5 becomes 

data samples. Thus 

N 

K 
i=l 

[TDSX(t.) - TDSX] [TDGX(t.) - TDGX] 
i i 

N 
2 

[TDGX(ti) - TDGX] (11) 

Equation 11 is fine for investigating the dif­
ferential c?ncept. However, it is not very use­
ful for reai-world use. There are several immed­
iate reasons for this. Among them is the ract 
that although the sample variance can be computed 
for the monitor receiver, it may be difficult to 
compute for the covariance of the mobile receiver 
against the monitor unless a large sample of data 
is available from the mobile receiver. For the 
real-world use of differential Loran-C we need 
an expression for COV (TDSX,TDGX) which can be 
precomputed without the need of experimental data 
from the mobile receiver. 

We can use the fluctuations model described in 
Reference 13 to compute the desired covariance 
if we make the following assumptions: (1) tha~ 
chain, propagation, and receiver variations are 
mutually independent; (2) the monitor and mobile 
receiver are close enough so that the propagation 
fluctuations are identical at both receivers for 
each signal; ( 3) the signals from each transmit­
ter are mutually independent; and (4) the receiv­
er fluctuations at each receiver are independent. 
If these assumptions are satisfied, then 

E{tdsx x tdgx} = E{x 8 (ti) 2 } + E{m 8 (ti) 2 } 

( 12) 

Using data from the stability experiment (Refer­
ence 13), we can estimate the value of K for TDX 
to be 0.98 and for TDY to be 0.88. 

Data Collection and Analysis. One week of 
data collected at Sears Point, Point Molate, 
Angel Island, Treasure Island, and Hunters Point 
was used to simulate differential Loran-C. Sears 
Point was arbitrarily designated as the monitor 
receiver to correct Point Molate, Angel Island, 
and Hunters Point, while Angel Island was desig­
nated monitor to correct Treasure Island. The 
differential error was computed for five differ­
ent averaging intervals: 100 s, 15 min, 2 hours, 
6 hours, and 24 hours. For each averaging inter­
val, the differential error was computed for two 
diffe:ential ga~ns, 1.0 and the value computed by 
Equation 11. Histograms of each of these differ­
ential error sequences, sample standard devia­
tions, and improvement ratios were produced. 
Improvement ratio is defined as the ratio of the 
standard deviations of the uncorrected mobile TD 
to the corrected mobile TD. 

Figures 19 and 20 show the improvement ratio 
versus correction averaging inteval for TDX and 
TDY, respectively. Each plot has two curves, one 
for the standard differential gain (ie, K=l) and 
the other for the optimal differential gain as 
computed using Equation 11. For TDX the curve 
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exhibits the expected behavior of an exponential­
ly decaying improvement ratio with a maximum for 
no averaging. Of course the curve for the opti­
mal gain remains above the curve for standard 
gain, but the improvement is not dramatic. Fig­
ure 20 for TDY is much more interesting. Notice 
that the improvement ratio is a maximum for 15-
minute averaging of the correction. Since the 
Yankee signal has a lower signal-to-noise ratio 
than X ray, the variation in TDY at the two 
sites has a larger independent component, which 
is reduced by averaging. However, averaging the 
correction also reduces the components that are 
correlated with the user TD. Apparently there is 
sufficient time correlation in TDY to yield 
improved results even though the correction is 
averaged longer. 

While the standard gain yields degraded per­
formance for 24-hour averaging of the correction 
on TDX, it yields improvement for this long 
averaging interval on TDY. This is further proof 
that TDY has signifiant long-term correlation. 
In general, though, the improvement ratios for 
TDX are higher than those for TDY, as one would 
expect due to the higher signal-to-noise ratio 
on the X-ray signal. 

In Figures 21 and 22 the improvement ratio 
versus distance from the monitor are plotted. 
There does not appear to be any consistent pat­
tern. In fact, for TDX this curve peaks at 33 
km, with the general trend of increasing im­
provement with distance. TDY, however, behaves 
more as one might expect with improvement de­
creasing with distance. A strong negative cor­
relation between distance from the monitor and 
improvement ratio implies that propagation fluc­
tuations are dominant in the differential error. 
However, the verification and stability experi­
ments have clearly shown that propagation f luc­
tuations are much smaller than chain fluctua­
tions and are on the order of receiver f luctua­
tions. Since the Yankee signal path is the long­
est, one would expect propagation fluctuations 
to be more pronou.nced. Examination of the sta­
bility data also reveals that Yankee chain 
equipment fluctuations are somewhat smaller than 
for X ray. This seems to explain both the de­
crease in improvement ratio with distance and 
the larger low-frequency spectral components 
observed for TDY. 

Sears Point correcting Angel Island showed 
the best performance of the five pairs. The 
standard deviation of the corrected time differ­
ences was 0.2 ns for TDX, and 12.6 ns for TDY. 
A careful examination of the data reveals the 
following points: (1) the data sample for this 
pair was by far the largest; (2) portions of 
days 102 and/or 106 were missing at Point Mo­
late, Hunters Point, and Treasure Island due to 
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receiver simulator tests or receiver problems; 
and (3) these particular days showed significant 
chain fluctuations that were highly correlated 
at both Sears Point and Angel Island. These facts 
tend to make the improvement for Sears Point cor­
recting Angel Island look much better than for 
the other pairs. Results from the Differential 
Loran-C Time Stability study show that 7-ns rms 
was the smallest DE standard deviation obtained 
(based on 1 week of data). Simulator tests per­
formed on the receivers for comparable signal-to­
noise ratios suggest that no further improvement 
is possible beyond this level. 

The TDX data for most site pairs were highly 
correlated (p > 0.85). Thus, the improvement 
gained by using the optimal differential gain 
was only slight. The exception was Sears Point 
and Point Molate. The correlation between TDX 
at these locations was p = 0. 75. The standard 
deviation of TDX was 18 ns at Point Molate and 
21 ns at Sears Point. The standard deviation of 
the differential error for K = 1 was 14 ns and 
12 ns for K = 0.66, about a 15-percent improve­
ment. The improvement gained by using the opti­
mal K was generally larger for TDY than TDX as 
expected, due to the lower signal-to-noise ratio 
on Yankee. The improvements due to the use of 
the optimal K are encouraging enough to warrant 
further investigation. 

The optimal K derived here is based only on 
instantaneous signal fluctuations. We have al­
ready seen that there is significant time cor­
relation in TDY. This suggests that the differ­
ential correction should be based on the output 
of a Kalman (or Weiner) filter that could ex­
ploit this time correlation in an optimal man­
ner. Other extensions naturally handled by the 
Kalman filter structure would include multiple 
monitors. 
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Differential Loran-C Recommendations. Since 
there is little or no correlation between dif­
ferential improvement and distance from the 
monitor, we conclude that differential propaga­
tion fluctuations are not as significant as 
receiver and chain (equipment) fluctuations. 
Furthermore, it appears that chain fluctuations 
are a significant error source in TDs measured 
in the San Francisco Bay area even though the 
Control Monitor is nearby at Point Pinos. 

Automatic initialization and update would be 
far superior over manual initialization because 
of the frequency update (100 sec) requirements 
to obtain maximum accuracy (25 to 50 feet) as 
defined in the preceeding paragraphs. This maxi­
mum accuracy is required in large portions of 
most rivers, harbors, and other narrow water­
ways. The limiting factors for achieving higher 
accuracies than presently available using dif­
ferential Loran-C are equipment related (ie, 
further reduction in receiver error is requi­
red) . Automation of differential Loran-C implies 
carefully designed software, communication 
links, and devices to avoid errors in processing 
and transmitting corrections. 

Initialization Techniques Using Loran-C (Initi­
ate and Go/Initialize on the Fly) 

The ability to initiate and go and initialize 
on the fly has been under development by the US 
Air Force and US Coast Guard since 1968. This 
is not a new technology to the military sector. 
In 1968 a Loran Assist Device (LAD) was develop­
ed for a unique military aircraft requirement 
and was followed by several other military ver­
sions. In 1970 a Coast Guard Loran Assist Device 
(COGLAD) was developed to evaluate Loran as an 
aid to laying buoys. With the development micro­
processors in 1973, a small, simple processor 
(CLAD) was developed and tested by the Coast 
Guard. The original COGLAD was upgraded and 
tested on the Great Lakes in 1976. PILOT (Pre­
cision Intracoastal Loran Translocation) was 
developed in 1979 and tested aboard ore carriers 
on the Great Lakes in late 1980. PILOT is a 
preproduction microprocessor-controlled graph­
ics terminal using Loran and prerecorded charts 
to aid ships piloting rivers and harbors. Each 
new system used increasingly sophisticated data 
processing techniques, required less operator 
training and attention, and represented a lower 
potential production cost. These improvements 
were largely the result of the phenomenal devel­
opments in the integrated circuit and micropro­
cessor industry in the last decade. 

The design objective of the PLAD system was 
to demonstrate that Loran repeatability (ie, 
return to presurveyed way points) could be suc­
cessfully used to pilot harbors and rivers, and 
that the system be sufficiently portable for 
professional pilots to hand cary aboard commer­
cial vessels. PLAD can be used in any harbor or 
river that has good Loran-C coverage (geometry 
and SNR) and has been surveyed. To change the 
PLAD operationa 1 area requires that one memory 
data chip in PLAD be replaced but no hardware or 
software modifications are required. PLAD and 
this interchangeable chip are both identified in 
Figure 23. 

There are numerous variations in applying in­
itialization. One such procedure is summarized 
below using the PLAD system: 

1. Approximately one hour before boarding aves­
sel, PLAD should be taken to a calibration 
point, set up, allowed to lock on, and com­
manded to execute an automatic calibration 
run. 
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Figure 23. PLAD system block diagram. 

2. After the calibration samples are taken, the 
TD bias values from the auto calibration run 
are loaded into the TD bias section of PLAD 
and the unit is shut down in order to carry 
it aboard the vessel. 

3. The unit is taken aboard the vessel and set 
up at a convenient point for the navigator or 
user taking into account proper location to 
avoid shipboard noise* and antenna 
problems*. 

4. When the receiver indicates lock on (approxi­
mately 5 to 15 minutes), the user can select 
a course and be sure that the PLAD display 
settles on the proper range. 

5. Select appropriate displays (Along track dis­
tance, cross track distance, along track 
~peed, £ross track ~peed, etc) wlth whiCh to 
navigate. 

With sufficient data collection, initialization 
can also occur at the departure point and previ­
ously surveyed waypoints can be used for naviga­
tion. Specifically at each waypoint the nominal 
Loran time differences are obtained from a survey 
and known to the navigator. In the neighborhood 
of a waypoint the difference between the TD 
measured by the navigator and the surveyed TD of 
the nearby waypoint is a differenced TD. The TDs 
obtained from the two secondary transmitters are 
unique to the position (x,y) at which they are 
measured, where x and y denote horizontal dis­
placements relative to the waypoint. 

The relationship between the two TDs and x and 
y is nonlinear. For given TDs the solution for x 
and y is obtained by an iterative procedure. Once 
the navigation algorithm has converged to final 
values of x and y the ship's horizontal velocity 
components are also readily calculated as linear 

*Most Loran-C receiver manufacturers provide 
sound guidance for optimum antenna locations 
and information on how to avoid shipboard 
noise. 
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combinations of the time derivatives of the 
measured TDs. The TD time derivatives are avail­
able from the TD filters. 

The St. Marys River rninichain used the above 
technique in 197 9 successfully. The St. Marys 
Loran-C rninichain features short propagation 
paths, and good geometry. Therefore it was pos­
sible to reduce the geometry to a single plane 
tangent to the earth at the origin. No account 
was taken of the earth's curvature in computing 
the theoretical transmission path lengths. Ref­
erence 34 extended this technique used in the 
St. Marys to allow the computation to be used 
with the most general configurations of Loran 
transmitter and waypoint geometry. 

The previously surveyed TDs do fluctuate with 
time as demonstrated earlier in this report. De­
pending on the accuracy requirements (harbor or 
river dimensions) differential Loran-C may also 
be required when using systems such as PLAD. 
There is a clear tradeoff when employing the 
above augmentation techniques individually or 
combined that must be made for each individual 
harbor, river, and waterway (accuracy require­
ment versus harbor, river dimensions, and system 
geometry must be considered). These considera­
tions have been discussed earlier. See Refer­
ences 32 through 34 for further detail. 

Grid Calibration 

There are two techniques (and variations 
thereof) that are used for grid calibration: 

1. Position Reference Sy stern - This technique 
requires the simultaneous (time synchronized) 
recording of both Loran-C TDs and range 
values or phase differences from a position 
reference system. These signal values are 
all converted to latitude and longitude for 
comparison of Loran-C with the positioning 
reference or "truth" system. The positioning 
system is calibrated to a known accuracy. 

2. Visual Grid Survey - This method was devel­
oped to determine TD coordinates of the phys­
ical features of an HHE area. The process 
consists of selecting route waypoints; com­
puting estimates of TDs; estimating position 
of surrounding navigation features; surveying 
(measuring) TDs along visual ranges, channel 
edges, and at aids to navigation in the vi­
cinity of the waypoint; statistically defin­
ing the TDs for the waypoints. This technique 
is used to determine the evaluate navigation 
parameters for repeatability and accuracy. 

These grid survey techniques only account for 
spatial change in a harbor or river environment. 
After a successful survey the spatial features 
(bridges, terrain elevation, large structures, 
islands, etc) are built into the grid (ie, the 
grid is warped) . To control Loran-C temporal 
timing fluctuations still requires the use of 
differential Loran-C with correction intervals 
less than 15 minutes for high accuracy. Based 
on data evaluated to date daily broadcasts may 
not be sufficient to represent changes in the 
time varying components of the Loran-C grid for 
locations featuring narrow waterways. In open 
bay areas (such as the Chesapeake) daily broad­
casts may be sufficient (ie, less accuracy 
required) . 

Each of the grid calibration tecnniques will 
now be described. 

Position Reference System. Kaman Tempo (kef­
erence 13) collected data on a research vessel 
in San Francisco harbor for the US Coast Guard. 

This was the first intensive harbor calibration 
ever sponsored by the Coast Guard. 

While measurements were being made at fixed 
land sites, data were also being collected on 
board the research vessel Polaris in the harbor 
and harbor entrance. Figure 15 shows an outline 
of the area covered by the vessel. Both TOA and 
TD receivers collected data. The vessel position 
was measured quite accurately using the Trispon­
der radar system. 1'he vessel position measure­
ments should be an order of magnitude better than 
expected Loran-C errors to reasonably measure any 
errors in the Loran data. Summer data collected 
at Fort Cronkhite had suggested a 30-rneter 
(2D ) Loran-C error, which dictates a require­

rnenErn!or a 3-rneter (2D ) error in locating the 
vessel. The TrisponderF'sradar system (a master 
unit and track plotted on the vessel and four 
transponders on the shore) provided this accur­
acy. This accuracy was proven based on calibrat­
ing the Trisponder position between two known 
points at distances that were similar to those 
used during the Loran-C harbor calibration. Ves­
sel position was recorded every second. A total 
of 11 days of data were taken, 9 with 100-second 
averaging and sampling, and 2 with 10-second 
averaging and sampling of the Loran-C data. 

The object of this phase of the experiment was 
to provide data for an assessment of absolute 
mode Loran-C in a typical harbor environment and 
to study grid anomalies produced by bridges. To 
assess the abolute mode, idealized grid parame­
ters which were obtained by a least squares fit 
of land site data were used for conversion of 
time differences to latitude and longitude and 
vice versa. 

Before comparison between the Trisponder pos­
ition data and Loran-C data could be accomplish­
ed, a number of technical problems had to be ad­
dressed. These included: (1) correction of the 
Loran-C data to compensate for dynamic errors due 
to vessel motion and the long averaging times of 
the receivers; (2) the editing and filtering of 
the Trisponder data; and (3) proper handling of 
large data gaps in the Trisponder data. These 
are briefly discussed below. 

To correct the Loran-C data for averaging er­
rors, the Trisponder data were used to estimate 
vessel heading and speed. The receiver averaging 
was modeled and an expression was obtained for 
the error as a function of heading and speed. 
This expression was used along with the heading 
and speed data to estimate the error due to 
averaging for each TD. Finally, this estimate 
was subtracted from the Loran-C data. 

'rhe Trisponder data were found to have some 
bad data points and outliers. Much of this bad 
data was caused by signal scattering from large 
vessels that passes near the Polaris. A Kalman 
filter was used to edit these bad data. The 
Trisponder data were filtered in cartesian co­
ordinates, and data editing was performed by 
comparing the data with its prediction from the 
filter. If the difference was too large, the 
data point was rejected and replaced by the 
prediction. 

At other times the line-of-sight to the trans­
ponders was interrupted by large vessels. In this 
case data gaps up to 60 seconds occurred. To fill 
these gaps the predictions from the Kalman filter 
were used. However, if the filter covariance be­
came too large, no comparison was made for that 
Loran-C sample and the Kalman filter was reinit­
ialized. 

To test the validity of the dynamic error re­
moval algorithm, simulator tests were performed 
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by Kaman Tempo at EECEN (US Coast Guard Elec­
tronic Engineering Center). The LRTC-II (Loran-C 
Receiver Test Complex) simulator was programmed 
to produce a series of TDs which simulated a 
vessel steaming at 6 knots. It was found that 
the dynamic error was corrected to within 10 ns. 

Data Collection and Analysis. A block diagram 
of the processing system used to compare the 
Loran data to the Trisponder data is shown in 
Figure 24. An example vessel track is shown in 
Figure 25 along with the corresponding vessel 
position obtained from Loran-C. Figure 26 com­
pares latitude and longitude as computed by the 
Trisponder (truth system) represented by the 
small dots and the Loran-C system as represented 
by the "fat" dots. Figure 27 shows time differ­
ence errors as arrows emanating from the "true" 
vessel position and pointing in the direction of 
time difference gradient. For TDX the arrows 
are at angles from the vertical of approximately 
120 degrees for positive errors and -30 degrees 
for negative errors. TDY errors are represented 
by arrow points up (0°) for positive errors and 
down (180°) for negative errors. 

Figure 24. 
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Block diagram of vessel data proces­
sing system. 
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Figure 25. Vessel track from Trisponder and 
Loran-C data. 

The difference between true and measured 
position was generally low in the inner harbor, 
which follows from the fact that the placement 
of the land harbor sites used in the grid fit­
ting is such that the grid is optimized for this 
area. Two areas exhibited systematic charting 
errors. They were near Angel Island and Alcatraz 
for both the X-ray and Yankee time differences. 
Pre-experiment analysis based on the land-sea 
interface phase recovery indicated that only X 
ray would show large errors in these areas. 

In an attempt to explain the systematic TD 
errors around Angel Island in both TDX and TDY, 

Figure 26. Detailed comparison of Trisponder and 
Loran-C measured vessel positions. 

we considered prediction errors at Point Blunt 
and Alcatraz. For Point Blunt grid fit errors 
were 138 ns for TDX and -9 ns for TDY, while at 
Alcatraz we have -42.3 ns for TDX and 15 ns for 
TDY. The large error for TDX at Point Blunt seems 
to correlate well, and the errors in TDX for 
Alcatraz are in agreement for the area east of 
Alcatraz but not to the west. Furthermore, if we 
attempt to use the error contours from the plan­
ning phase, we again find good agreement for TDX. 
However, the large TDY errors around and to the 
west of Angel Island are predicted to be zero. 
Further analysis is needed to explain the behav­
ior of TDY by considering other error sources. 
However, one cannot rule out the possibility that 
the error is really in the "truth" system and not 
Loran-C. 

The errors around the three bridges follow the 
general pattern predicted by analysis in Refer­
ence 12. It was predicted that errors in TDX 
would be worst around the Golden Gate Bridge 
while errors in TDY would be worst around the 
Bay Bridge. The Richmond Bridge was not expected 
to produce severe errors in either TDX or TDY. 
The reasons for these predictions are as follows: 
( 1) the Golden Gate has the largest cross sec­
tion; (2) the X-ray signal passes almost parallel 
to the bridge while Master is almost perpendicu­
lar; (3) the reflection of Yankee from the Golden 
Gate would approximately cancel the effect of 
Master; and (4) the Richmond Bridge is too small 
to cause significant scattering. The TDY errors 
around the Golden Gate Bridge are somewhat larger 
than around the Bay Bridge but are smaller than 
the TDX errors around the Golden Gate. TDY errors 
around the Bay Bridge were larger than TDX errors 
as expected. 

One day of Loran-C data with 10-sec averaging 
was collected in the Golden Gate Bridge area. The 
closer spaced samples gave a good picture of what 
happens as a vessel approaches the Golden Gate 
Bridge. An error buildup in TDX began about 1000 
to 1200 meters from the bridge. This compares 
quite well with the start of the major lobe in 
Figure 19. The signal then became totally useless 
when the vessel approached within 400 to 600 m 
of the bridge, in that the received signal became 
so unstable that it could not be used for naviga­
tion. The signal was again usable about 400 to 
600 m from the bridge on the seaward side. 

Errors in position were higher in the San Pablo 
Bay area and seaward from Golden Gate Bridge. 
These areas were not effectively sampled by the 
calibration sites, and thus the grid fit should 
be poor in these areas. 
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Figure 27. Loran-C time difference errors at a 
position measured by the Trisponder 
system. 

The means and standard deviations of the dif­
ferences between grid predictions and measured 
data for the inner harbor (excluding the areas 
near the Golden Gate and Bay Bridges) are: 

TDX 34.l ns 65.1 ns 

TDY -0.6 ns OTDY = 64.7 ns 

Note the mean o± f set in TDX could be corrected 
by changing the X-ray emission delay. In general 
the performance is quite good. If one considers 
that the standard deviations of the received 
signa1-s are about 20-ns rms, then we see that 
approximately 60-ns rms is due to charting 
errors. 

Conclusions. The results of this experiment 
show that Loran-C can provide reliable and ac­
curate navigation for use in piloting San Fran­
cisco Bay and other harbors and restricted 
waterways provided proper precautions are exer­
cised near bridges and the proper equipment is 
used. The quality of the results is encouraging 
and shows that the software and techniques de­
veloped to process the vessel data form a solid 
basis for user equipment design and automated 
harbor calibation techniques. 

Some general conclusions are also possible 
concerning the distortion caused by large 
bridges. Bridge height must be a significant 
fraction ot a wavelength to produce significant 
signal distortion. This conclusion is based on 
a simplified analysis and the fact that the 
Richmond Bridge produces little or no distortion 
compared to the large Golden Gate and Bay 
Bridges. The simple scattering theory predicts 
fairly well the general behavior and spatial 
pattern of measured signal distortion. 

Visual Grid Survey/Waypoint Navigation. The 
Visual Grid Survey technique was developed to 
determine the TD coordinates of the physical 
features of an HHE area. The process consists 
of: 

• Choosing route waypoints 

• Computing estimate of TDs 

• Estimating position of surrounding naviga­
tion features 

• Surveying (measuring TDs along visual 
ranges, channel edges, and at aids to nav­
igation in the vicinity of the waypoint 

• Statistically defining the TDs for the way­
point. 

There are two basis ways of visually determin­
ing waypoint TDs. In the ideal case, the ends of 
all channel segments are makred by the intersec­
tion of two ranges. The survey vessel proceeds 
back and forth through the waypoint along each 
range. Linear regression techniques are e~ployed 
to fit a straight line to the TD data. The inter­
section of the TD lines marks the waypoint. 

In the case where ranges are not avail.able, 
the channel features near a desired waypoint are 
surveyed, including if available, any fixed aids 
in the vicinity. An estimate of the waypoiat is 
made and the location of the channel features 
predicted. The waypoint TDs are adjusted as nec­
essary until the resultant graphical representa­
tion of the channel features matches the real 
world. 

In those cases where distance to land or a 
fixed aid precludes an accurate visual check on 
the waypoints derived from floating aids, a 
short-range, transponder system is set up to act 
as the reference for waypoint determination. This 
is necessary in areas such as lower Delaware Bay 
and Chesapeake Bay. Use of a positioning system 
in the CCZ is of paramount importance for chain 
calibration because 0£ the lack of visual aids 
several miles offshore. 

Recommendations. The federal government must 
establish standards of Loral!-C surveying. This 
incudes setting standards on specific survey 
techniques (positioning systems and visual), type 
of equipment (and calibration procedures for 
equipment being used), positioning, coordinate 
conversion algorithms, and variables, use of Kal­
man ;::ilters, and standard techniques to account 
for vessel motion and dynamics during survey. 

Commercial surveying of Loran-C grias minimize 
government involvement and faci1-itate transfer­
rence of costs directly to the users, it is quite 
likely Department of Transportation will endorse 
commercial navigation survey to account for spa­
tial error. However, the need for ditferential 
Loran-C to compensate for temporal fluctuations 
will most likely require DOT involvement. 

SECTION 5 
RECEIVER PERFORHANCE SPECIFICATIONS 

The Loran-C Receiver 

Loran-C receivers are complex and their use 
requires other elements of the system (proper 
geometry, and means to compensate for temporal 
and spatial effects) discussed previously to be 
matched properly for successful performance. 

A typical installation consists of 4 basic 
elements. These include: antenna system, analog 
signal processing, digital signal processing, and 
control and display. References 4 and 35 have 
defined the operation of these four receiver 
functions. This section will concentrate on a 
review of past test data and the compensation 
techniques that can be used to reject noise, fre­
quency interference, and reduce error. Reference 
36 provides a summary of data collected for 28 
receivers. 

One, the antenna, consists of a 1- to 3-rneter 
steel whip mounted in such a location as to min­
imize its capacitive reactance. Since any short 
(compared to a wavelength) antenna exhibits low 
resistance and high capacitive reactance, a coup­
ler is employed to provide noise attenuation, 
passband filtering, and impedance matching to a 
50 Ohm coaxial cable. 
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Within the receiver, individual manufacturers 
use different signal processing techniques, time 
constants, etc to process Loran-C signals as 
demonstrated in the receiver survey updated for 
this effort. A typical Loran-C receiver employs 
a hard limited, microprocessor controlled digi­
tal design. It operates in a differential* enve­
lope mode to determine proper cycle selection. 

A good Loran-C receiver must include the fol­
lowing performance characteristics: 

• Sensitivity/selectivity (measure of recei­
ver's ability to lock on to desired sig­
nals, eliminating those which are out-of­
band). 

• Dynamic range (range of signals that can 
be processed in the receiver) . 

• ECD range (range of ECD values for which 
the receiver will initially achieve lock 
and stay in lock). 

• Lock-on time (time taken for the receiver 
to initiate proper tracking of the Loran 
signals). 

• Dead reckoning time (time after a receiver 
has lost signal before i~ starts the ac­
quisition, settle, and track process over 
again). 

The sensitivity of a Loran-C system is con­
trolled by the combined characteristics of the 
receiver and antenna coupler, including front­
end bandwidth, noise and gain characteristic, 
and receiver signal processing and averaging 
technique. Typical marine Loran-C receiver 
specifications state a -10-dB SNR performance at 
5- to 7-minute lock-on time as shown in the sur­
vey. Based upon laboratory tests the 3-dB coup­
ler/receiver bandwidth of typical Loran-C recei­
vers are set to about 20 to 25 kHz. New design 
such as the Niece includes wider bandwidths. At 
this bandwidth, the lock-on sensitivity is meas­
ured to be about -2-dB SNR over a range of ±3 µs 
ECD offset. Once the typical receiver is locked­
on, its tracking sensitivity (minimum SNR at 
which it continues to maintain proper track) was 
measured to be -7 dB. When tracking below this 
value, receivers have been observed to lose 
lock. The receiver must then reacquire if the 
"lost signal" time was greater than the dead 
reckoning time. 

Typical:Cy, signal dynamic range of :rn to 30 
was observed in the tests. 'i'he dynamic range 
capability of the typical Loran receiver ex­
ceeaed signal variations encountered in various 
tests. Thus, dynamic range is not considered to 
be a very critical receiver characteristic un­
less a receiver is operated in close proximity 
to one of the several continental Loran-C trans­
mitter sites or the source of a strong interfer­
ing signal. 

To prevent cycle slip, a Loran-C receiver 
must tolerate a wide range of ECD. In addition, 
it is essential that no skywave signals be in­
troduced at the sampling point. Trade-offs have 
been studied between sampling the pulse at the 
third cycle (no skywave contamination) versus 
sampling the pulse at a later cycle yielding a 
higher SNR reading at the expense of skywave 
contamination and envelope distortion. It was 
found that skywave contamination increases the 
range of ECO observed on incoming signals, which 
already possess local phase variations and ini­
tial ECO offset. This added ECO range often 

*Compares the envelope of the secondaries to 
the measured slope of the master. 

exceeded the re cc:.. ver' s ECD limits and resulted 
in loss of lock or cycle slip. 

Time for ~earch, Time to Correct Cycle, and 
Envelope Times 

The typical Loran-C user is also concerned 
with other important receiver performance charac­
teristics. These include: 

1. Time for search. 

2. Time to correct eye le (sometimes referred to 
as settling time). 

3. Envelope times (time to return to third cycle 
from adjacent cycle). 

An lnternav LC204 receiver (very typical of hard­
limiter type receivers) was chosen to assess typ­
ical user receiver performance based on the above 
three criteria. Several times at each site 
throughout the Great Lakes Region the LC204 was 
turned off and then on again to test the reacqui­
sition times of a typical user receiver. 

All of the results are presented in tabular 
form in Reference 4. As an example we have chosen 
Table 11 which is representative of the signal 
acquisition times obtained. Table 11 shows time 
for search, time to the correct cycle and enve­
lope times for Loran-C station Seneca (Master), 
Loran-C Station Caribou (W), and Loran-C station 
Carolina Beach (Y). Under the column entitled 
"Envelope Times" the U represents up 1 cycle and 
the D represents down 1 cycle. - The time to 
return up or down to the original cycle is the 
value indicated in sec- ands. Key points 
regarding Table 11 are listed below: 

1. Time for search for M ranges between 2 and 11 
seconds and W and Y ranges between 4 and 26 
seconds. 

2. Average time to correct 
are 196.8, 401.3, and 
tively. 

cycle for M, W, and Y 
267 seconds, respec-

3. Envelope times for M, W, and Y averages are: 

M W Y 

Qr. 
6 

Table 11. 

11me 

Day Hr Hn Site 

75 1945 A-2 
Woodstod 

77 1510 A-2 

77 1535 A-2 

78 1006 A-2 

~78 1030 A-2 

~79 1310 A-1 
Welland 

~79 1340 A-1 

~79 1355 A-1 

79 2000 A-1 

BO 1830 A-1 

84 0745 A-0 

111 

Down 
5 

Qr. 
91 

Down 
85 

Qr. 
146 

Down 
93 

LC204 acquisition (all times in sec­
onds) . 

Time for Time to 
Search Correct Cycle Envelope Times 

H w y 

M w y H w y u 0 u 0 u 0 

4 8 9 392 388 10 ,2 68 16 148 14 

11 20 26 210 385 370 7 6 149 124 120 124 

4 8 12 185 344 245 7 5 150 190 340 280 

4 6 8 197 365 270 7 .5 5 104 165 200 125 

2 6 9 170 384 190 8 5 120 134 259 190 

3 12 15 120 332 220 5 4 130 80 135 72 

4 5 7 205 570 275 4 4 26 20 30 18 

5 8 10 203 410 230 4 4 26 12 30 18 

4 16 20 252 434 270 4 4 150 160 282 150 

2 4 7 216 458 220 4 3 44 18 70 18 

2 4 7 210 340 260 14 35 18 25 ]] 



To surru:iilrize, the LC204 had no trouble in in­
itially acquiring the Loran pulse throughout the 
test area. The time required to settle to the 
correct. cycle was generally 3 to 4 minutes on 
J.iaster, 6 to 8 minutes on Caribou, and 4 to 7 
~i1rutes on Carolina Beach. At Peshu Lake, Cari­
bou would not reliably cycle select. At Wawa, 
11<0i ther Caribou or Carolina Beach would reliably 
cycle select. Most of the receivers conducted 
in the survey do not have characteristics much 
different than the above. 

Compensation of Frequency Interference and 
Noise 

To mitigate against these noise and interfer­
ence effects the Loran-C receiver design should 
include use of the four design principles de­
fined below: 

1. Band-limiting is required in the Loran-C re­
ceiver for noise reduction and elimination of 
out-of-band signals. In most designs, bandpass 
limiting is achieved in the antenna coupler, 
with some fin al tuned circuits, in some cases 
with switched Q, in the receiver. The switched 
Q circuit permits narrowband RF for the search 
mode, and wideband for Pulse Group Time Refer­
ence Identification (PGTRI) and tracking. The 
exact bandwidth (4 to 30 kHa-) selected depends 
on the SNR design goal, number of poles in the 
filter, and trade-offs of the cost of the filter 
versus costs of processing sampled data. 

2. There are two basic design types of the 
analog signal processing. The types differ by 
virtue of the two different amplifier types: 
linear and hard limited. With linear amplifiers, 
filtering is done at low level ahead of the amp­
lifier. The amplifier has a wide range automatic 
gain control that adjusts the gain in each in­
terval such that the amplifier output is the 
same amplitude for all stations' signals. Enve­
lope shape processing is done at high level, so 
that th<ere are two outputs, an envelope and a 
cycle channel for sampling. A modification of 
this amplifier type is the clipped linear ampli­
fier, that operates linearly over the expected 
signal ranges but limits high amplitude signals 
such as atmospheric noise bursts or crossing 
rate Loran-C signals. 

The alternative type of amplification is the 
hard limiting amplifier. In this case, all lin­
ear processing must be done at low level. Two 
hard limited RF amplifiers are then required to 
make envelope ana cycle signals available for 
the sampling process. The amplifier then ampli­
fies the signal and limits the amplitude until 
the output has a squarewave shape with the po­
larity equal to the instantaneous polarity of 
the input waveform. 

ln both types of amplifier, the overriding 
requirement is that delay through the amplifier 
not vary with received signal amplitude or AGC 
setting. In general, this means a very wide-band 
amplifier (10 to 100 MHz), with very low inter­
nal noise. 

3. The signal processing circuits are essen­
tially filters that minimize the effects of in­
terference and noise, shape the envelope approp­
riately, and minimize unwanted distortions. The 
bandpass limiting circuits are designed so that 
when their effects are considered with the fil­
tering in the antenna coupler, the exact band­
pass is achieved which minimizes atmospheric 
noise, while maintaining the envelope shape un­
distorted for good cycle selection, and main­
taining an overall linear phase shift character­
istic over the passband for good timing accur­
acy. Narrowband switching of the filters is pro­
vided to gain SNR during search, at the expense 

of envelope shape. This envelope distortion is 
of no consequence during search. 

4. Interference filters are narrowband rejec­
tion filters (notch filters) for reduction of the 
effects of near-band signals, which can adversely 
effect the operation of the receiver. The number 
of notch filters is a design decision that must 
be based on interference known to exist in the 
operating area, the receiver bandpass character­
istics, and any sampled signal processed that 
have interference rejection capabilities. Inter­
ference effects can be classed in two general 
types: high level signals that cause the receiver 
circuits to act nonlinearly, and signals that are 
coherent with the spectrum of the sampled data 
process (cross correlation), called "synchronous 
interference." High level continuous signals must 
be reduced by filtering the analog signal, ahead 
of the active stages. In the case of high level 
atmospheric noise bursts and crossing rate Loran­
C signals, a form of limiting is more effects. 
Synchronous interference can be handled by either 
notch filters or changing the cross correlation 
process to eliminate the synchronism, or both. 

Control and Display. In addition to performing 
signal processing functions, the receiver also 
provides for control and display functions. In a 
microprocessor-based receiver, the control dis­
play group is simply a keyboard/display periphe­
ral of the microprocessor. This provides for the 
input and storage of initialization conditions 
and for output either through a visual display or 
electronic interface. Several receivers surveyed 
in Section 6 have this capability. 

Through the use of microprocessors and related 
signal processing circuits, modern Loran-C recei­
vers provide high quality navigation data at a 
low cost. As microprocessor techniques continue 
to grow, it is reasonable to expect receiver 
prices to be reduced somewhat further; however 
there is a point at which the price will be con­
trolled by the packaging, installation and ser­
vicing costs, and not by the cost of the integra­
ted circuits used to perform the signal proces­
sing functions. 

What is actually possible is real-time input 
from a Loran receiver combined with other varia­
bles of vessel movement, permitting rapid calcu­
lation of fixes, currents, and courses to steer 
to reach desired waypoints or destinations. This 
is just the result of following the trend of more 
and more logic and memory density. 

'l'he existence of more memory implies storage 
of more and more secondary-phase factor data 
that gives the conversion process its accuracy. 
Probably in the final analysis, it will not be 
the limitations of calculator memory that deter­
mine performance, but the availability of the 
secondary-phase factor data to fill that memory 
that will be the pacing element. 
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ABSTRACT 

what will be the radionavigation system mix at the turn of 
the century? It is easy to en vision satellite systems 
providing the necessary functions of communication and 
navigation, but to what degree will these systems 
accomplish it? How will NAVSTAR GPS supplement or 
replace such systems as L 0 RAN, 0 MEG A, V 0 R-D ME AND 
TRANSIT? These are the questions that are before the 
radionavigation planning groups within the Department. of 
Defense (DOD) and the Department of Transportation 
(DOT). The goal is to establish through an integra~ed 
DO DID OT planning and budgeting process, a cost-effective 
mix of federally provided multi-user systems for the post 
1995 time frame. Two key events stand out in the process: 
the 1983 DOD/DOT preliminary recommendation on the 
future navigation system mix and the 1986 decision ~t the 
national level. The 1986 decision becomes the basis for 
navigational system implementation. Fall.owing the .1986 
decision, it is intended that this process will be continued 
to reflect, in the ongoing radionavigation planning, such 
factors as new requirements and advances in technology. 

INTRODUCTION 

Why are concerned about the R adionavigatio~ Syste .m ~ of 
the next century? In spite of present economic conditions, 
there will be significant growth in the number of ships, 
aircraft, and land vehicles. There will be attempts to make 
their operation more efficient using new technology. There 
will be new requirements for personal as well as cargo 
security. Existing systems will need refurbishment or 
replacement of their essential parts. There also will be new 
procedural changes as we attempt to incorporate n:w 
navigation systems and further i m prov.e the !low of tra.ffic. 
And finally as is becoming more evident m our national 
ecomony, stability is being tied to an int:rnationa~ sy~tem 
of economics and multi-national cooperation. Institutional 
problems dealing with user acceptance, cost recovery, and 
international standardization must be dealt with as we look 
to the future. This is why the planning process right now is 
so important to our future viability in the !ield of 
radionavigation. I believe we face t~e .danger o.f eit~er ~at 
maintaining or improving our existing radionavigation 
systems where warranted or proceeding too slowly in the 
adoption of new satellite navigation systems. 

DEVELOPMENT OF THE PLANNING PROCESS 

The radionavigation planning process is not a new concept. 
It consists of two basic processes: 1) defining navigational 
requirements and 2) finding that system or mix of systems 
that will meet such requirements. In addition, there must 
be a sound economic basis for the choice of one system over 
another. There has been some type of governmental 
planning process since radionavigation systems, released for 
civil use, were introduced after World War II. In the 1960's, 
the O O O planned its implementation of new systems through 
the use of Technical Development Plans (TOP's). Such 
planning was later unified, formali~ed, and. coord.inated 
among the Services and documented m the Jomt Chiefs of 
Staff (JCS) Master Navigation Plan. After the DOT was 
formed in 1967 its National Plan for Navigation was 
developed and p~blished in 1970 to provide the first focal 
point for civil radionavigation planning. As requirements 
for the Coastal Confluence Zone (CC Z), and the North 
Atlantic Minimum Navigation Performance Specification 
(MN PS) were developed in the early 1970's, candidate 
systems were evaluated in the DOT National Plan for 
Navigation. But let's look at the past few years and see why 
DOD and O OT have had to further coordinate their planning 
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activity and produce a combined Federal Radionavigation 
Plan. 

Congress gave limited attention to radionavigation in the 
early 1970's. The GAO, however, gave its blessing to ~OT 
plans to implement LORAN-C as the government provided 
radionavigation service for the United States CC Z and 
OMEGA as the oceanic en route system. Within this same 
time period, we saw concepts such as Project 6218, 
TIM A TIO N and the Defense Navigation Satellite System 
(DNSS) evolve into what today is known as NAVSTAR GPS. 
When NAVSTAR GPS emerged, two things became evident: 
1) its potential for technological contribution to both 
military and civil users and 2) its huge cost to the 
taxpayer. Perhaps anticipating the requirement for a 
unified federal radionavigation plan, the Office of 
Management and Budget and the National 
Telecommunications and Information Agency chaired a 
series of interagency meetings with D 0 D and D 0 T and 
other government departments on detemining the means of 
establishing a government-wide radian avigation plan. It 
was decided ultimately that this responsibility should rest 
with those who operate the systems, namely the DOD and 
D 0 T. Possibly not satisfied with progress made in the 
Executive Branch, Congress, with considerable prompting 
by GA 0, Congress passed the International Maritime 
Satellite (IN MA RSA T) Act of 1978. This legi~lation 
required the President to develop a plan to reduce the so 
called "proliferation" and overlap of systems. The Plan 
was to include both air and marine radionavigation 
systems. The radionavigation process was further 
strengthened through a D 0 DID OT m em or an du m of 
understanding signed in April, 1979. After exhaustive 
meetings of the working groups involved, a Presidential 
report and the accompanying first edition of the Federal 
R adionavigation Plan (FR P) were forwarded to Congress in 
January, 1981. 

The purpose of the FR P is first to provide an integrated 
DOD and DOT plan. It incorporates much of the DOD JCS 
Master Navigation Plan and the now superceded D 0 T 
National Plan for Navigation. The FRP compares systems 
on the basis of comm on characteristics such as accuracy, 
reliability, and coverage. It considers the consolidation of 
systems, it determines and resolves com man issues and 
establishes a com man planning schedule. Very importantly, 
it provides planning information for users and equipment 
manufacturers. The thrust of the FR P is directed at 
deter mining the optimum mix of radionavigation systems 
through examining the use of existing radionavigation 
systems and determining if they may be replaced by either 
an existing system or a future system such as N AV ST AR 
GPS. For example, can VOR/DME be replaced by LORAN­
C or OMEGA or can all three be replaced by NAVSTAR 
G PS? The answers to these questions will be the basis for 
a joint DO DIDO T recommendation and eventual national 
decision on the future radionavigation system mix. Now 
let us look at planning process in radionavigation and how 
we will arrive at the DOD/DOT preliminary 
reco m m endation. 

DOD/DOT JOINT RECOMMENDATION AND 
A NATIONAL DECISION ON THE FUTURE 

RADIO NAVIGATION SYSTEM MIX 

As was mentioned previously in this paper, there are many 
factors to consider in choosing systems that will either 
satisfy user requirements or provide user benefits. These 
include operational, technical, economic, and institutional 



co~siderations. . Although much experimentation and oper­
ational evaluation must be performed, most technical and 
operational factors are definable. The economic and 
institutional factors are not so easily defined. Nonetheless 
they must be examined and evaluated before making any 
final choice. 

The point at which to begin the radionavigation planning 
process is in the definition of requirements. Let's look at a 
method of structuring a table of navigation requirements. 
In the FR P, the reader for the purposes of analysis is asked 
to divide the navigation process into discrete phases of 
navigation e.g. Marine navigation consists of three phases: 
0 ceanic, Coastal, and Harbor Approach/Harbor· Air 
Navigation consists of two phases: En route/Termin~l and 
Approach/Landing. Accuracy of a system although not the 
only factor is probably the most important technical factor 
in determining whether or not a radionavigation system will 
meet requirements. 

Table 1 provides the accuracies required in controlled 
airspace to meet the current requirements for the En 
R oute/T er minal and the Approach/Landing phases of air 
navigation. These accuracies are based on standards that 
have been developed from such documents as the FA A 
Advisory Circular AC 90-45 A and North Atlantic Minimum 
Navigation Performance Specification (MNPS). Similar 
standards are used to develop accuracy requirements for 
marine navigation, however, accuracy requirements can also 
be mandated by regulation. This is the case in the U.S. 
Coas~al Confluence Zone where LORA~-C or an acceptable 
substitute such as a satellite navigation is required on 
vessels larger than 1500 gross tons. 

Civil Aviation Radionavigation 
Accuracy Criteria 

Phase of Flight Source System Use 
Oceanic 6.2nm 2drms 

En Route 1,000m 2drms 3,600m 2drms 

Terminal 500m 2drms 1,BOOm 2drms 

Non-Precision 
Approach 100m 2drms 15Qm2drms 

Precision Landing 
Horizontal 4.5m 2a 6.1m 2a 
Vertical 0.5m 2a 0.6m 2a 

Once these accuracy requirements are established then 
candidate systems can be tested to see if they meet the 
requirements. For instance, Volume IJI of the FRP states 
that NAVSTAR, GPS (without selective availability 
* app_lied) for the most sophisticated user will provide a best 
pre?ictable positioning accuracy at 18.1 meters (2drms**) 
honzo_ntally and 29.7 meters (2 sigma) vertically. As can be 
seen in Table I the accuracy requirements for precision 
landing sytems can not be meL If the accuracy of the 
Standard Positioning Service (SPS) is degraded to 500 meters 
2 drms, NAVSTAR GPS is also not a candidate system for 
non-precision approaches but is acceptable for en route 
navigation. 

Accuracy is just one of many technical factors considered 
others such as signal coverage, environmental effects and 
human factors_ also must be evaluated. The FAA places a 
strong emphasis on system reliability and integrity. 

*Selective avalability is a technique whereby the the 
accuracy of navigational signals are purposedly degraded. 

**~is the square root of the sum of the squares of the 
one sigma error components along the major and minor axis 
of a probability ellipse. Values of drms such as 2 drms are 
derived by using the corresponding values of sigma. There is 
a range of values of probability associated with a single 
value of 2 drms. The variation is not large but it ranges 
fro_m _9~.4 ~ to 9_8.2 % as a function of the ellipticity. The 
ell1pt1c1ty is defined as the ratio of sig m ai to sig m a2. 
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Eguipment should have a minimal chance of failure during 
flight and should not provide false information without 
warning. Operational factors are also addressed in the 
selection process. Areas of operation, mission, economics, 
personal preference and Federal regulations influence the 
choice of which system is to be used. Operational 
suitability generally can only be determined after a system 
has been made available for operational use. User 
accept_ance is ~ften strong evidence that a system is 
operationally suitable, but unfortunately radionavigation 
systems can not be fully operational the minute 
implementation takes place. 

This was particulary true of the 0 MEGA system where ten 
year;; elapsed before th_e full network of transmitting 
stations became operational. Very little was known 
concerning the propagation of 0 MEG A signals in the 
Southern Hemisphere before the system was conceived. 
Perhaps the system design would be much different than it 
is now if the propagation characteristics had been fully 
understood. 0 n the other hand, satellite navigation 
systems, due to the nature of their signals, may be 
evaluated using only a few satellites. The FAA has already 
made an extensive technical evaluation of N AVST AR GPS. 
What is really not known beforehand, however is the 
economies which will influence civil acceptance ~f a new 
radionavigation system or the desire to retain an old one. 
A economic planning model has been developed that 
exam in es these factors. 

THE DOT ECONOMIC PLANNING MODEL 
FOR RADJONAVIGATION SYSTEMS 

The concept of an economic model that could be used in 
making decisions concerning radionavigation systems 
originated in 1975 when the FA A started an economic 
analysis of civil air navigation alternatives. (Reference 1.) 
The result of that effort identified the cost impact of 
variou~ navigation system implementation/operating 
scenario~ on the FA A and on aviation users through use of 
a Requirements Analysis of Air Navigation Systems 
(RAANS) model. The scenarios tested with RAANS model 
provided for varying levels of transition from VO R/ D ME to 
other potential air navigation systems, such as LOR A N-C, 
NAVSTAR GPS and Differential OMEGA. As possible 
multimodal (Air, Marine and Land) applications for 
NAVSTAR G_PS_became increasingly evident and a planning 
structure within DOT was formalized, the need for a 
broader and more sophisticated model was recognized. The 
basic RA ANS model was therefore modified and greatly 
expanded. The operator costs were distributed among 
various agencies, i.e., the Coast Guard FA A, and the DOD. 
In addition to quantifying user costs, the capability of 
esti m atmg user benefits was incorporated in the DOT 
model. The number of user groups has been expanded to 
include civil, marine and land users, in addition to air. The 
model was delivered to the Transportation Systems Center 
Cambridge, Massachusetts by the Contractor, System~ 
Control Technology, Inc. in June 1982. 

Rlldlonat1l,,.tlon Model OPfll'•tion 

I 
Algorithms 

• Nnlgatlon Syat- C-. 
• U.. Equipment Price 
• u.. Udlzadon Dec:Wolt 
• u.. lleneflta 

Input 

I 
Data Base 

• N8vlgatlon s, .. __ eo.t 
end...,._ a..-ta 

• u..r Groupe • ChwacterlsdC8 
• U...~Coat 

Output 
.L 

• Naviptlon Syatema-Coata 
• U...-Equlpment Purchaed 

Coat a 
Benefits 



The operation of the model is illustrated in figure 1. A 
scenario has to be defined, for example, replacing 
VOR/D ME with LOR AN-C in the continental US. The 
scenario must specify not only where but when the 
transition to another system will take place. The D 0 T 
economic planning model is also divided into two functional 
parts. The first includes the model processing elements, 
i.e., the software containing the required logic, algorithms 
and processing options. The second part is the nominal data 
base wherein are stored the characteristics of the candidate 
navigation systems, user groups characteristics and the user 
equipment cost elements. The output is the cost of 
operating the specified navigation systems, the type of 
equipment the user is likely to purchase and the point in 
time when he is likely to purchase it. Also some relative 
idea of the benefits to be gained by transitioning to a new 
system are included in the output. 

The first economic planning model scenarios have been run 
and the results are being analyzed. Various sensitivity 
analyses will test the model to ensure that the results used 
in formulating the DOT preliminary recommendation are 
valid. 

INSTITUTIONAL ISSUES TO BE RESOLVED 

Of the institutional issues there are three that must be dealt 
with before we can look forward to a significant change in 
the field of radionavigation. All of these are complex issues 
and need resolution in the im mediate_future. Unfortunately 
they probably will not be resolved before the joint 
DOD/DOT preliminary recommendation is made in 1983 but 
may be resolvable before a national decision is due in 1986. 
They are: first, the accuracy to be afforded to civil users 
by NAVSTAR GPS; second, the acceptance, internationally, 
of a military navigation system and; third, the imposition of 
user fees for navigational services. 

In ex a mining the technical requirements for radionavigation 
systems it can be seen that NAVSTAR GPS has the 
capability of meeting most requirements if its full accuracy 
is available but only a few if is degraded in accordance with 
present policy. With an accuracy of only 500 meters 2 drms 
NAVSTAR GPS is not capable of meeting the commercial 
fishing needs for a high repeatable accuracy (15-18 meters, 
2 drm s) or the future needs for precision navigation within 
harbors. Therefore, it is not at present a candidate for 
replacing LOR AN-C. As was discussed previously, this 
degree of accuracy is also not acceptable for aircraft non­
precision approaches either, hence, it is not a candidate 
system for replacing VOR. The only system that NAVSTAR 
GPS might replace from a technical standpoint under these 
conditions is 0 MEG A. 

Still there is another aspect of N AVSTA R GPS to consider, 
its use in the differential mode. Recent studies have shown 
that Differential N AVST AR G PS is capable of two­
dimensional accuracies in the order of 10 meters (2 drms). 
These studies also assume the use of filtering, reducing bias 
errors to zero and an typical HD OP of 1.5. (Reference 2.) 
There have been no plans announced by the Department of 
Defense, to apply selective availability techniques to point 
they would defeat Differential NA VS TAR GPS, hence, it can 
be considered as a possible alternative. Of course, with a 
differential system comes the requirement for a 
communications channel. Thus the technical and cost 
considerations are also a part of an implementation decision 
on Differential NAVSTAR GPS. The policy on selective 
availability, which is under D 0 D purview, will be reviewed 
periodically. With similar satellite navigation systems such 
as the Soviet's GLONASS in the offing, it possible that the 
policy of selective availability may be relaxed in the future 
with greatly increased accuracy available in the post 1995 
time frame. (Reference 3.) NAVSTAR GPS with full 
accuracy available to the civil community, then again 
becomes a very likely rep lace m ent for many systems. 

*H DOP - Horizontal Dilution of Precision. A value of 1.5 is 
chosen as a typical figure for this error. 

R adionavigation systems know no state or national 
boundaries but, provide coverage anywhere their signals 
are propagated at reasonable levels for detection. The 
world's transportation systems are also interrelated 
through the use of radionavigation systems. Any, future 
mix of radionavigation systems will have to include those 
that will meet some type of international standards. 
VOR/DME is a recognized air navigation system and is 
listed as an International Civil Aviation Organization 
(IC A 0) standard. Other systems such as 0 MEG A, L 0 RAN­
C and TRAN SIT although not officially recognized as 
standards by !CAO or the International Maritime 
Organization (IM 0) are used extensively by the 
international civil comm unity. International standard­
ization will of course have be considered in any future 
recommendation. 

Administration policy stresses the need for each user to 
pay his fair share of government provided services. The 
issue of cost recovery and user charges is still very much 
with us. 

The civil aviation community now pays user charges in the 
form of fuel taxes, excise taxes, ticket taxes and 
registration fees. The marine community probably will pay 
for its use of radionavigation services in the future. The 
user charges levied in civil aviation are not broken out for 
radionavigation services but are collected as a general tax 
to pay for a host of FA A provided services including 
operation of the Air Traffic Control (A TC) system. Still it 
is possible to attribute a portion of these total costs to 
navigation services. This was done in recently proposed 
legislation that was based on a plan submitted by the Coast 
Guard. The Department of De•ense has looked at another 
means of collecting a fee for navigation services. This is 
in connection with N AVST AR GPS whereby the user would 
be charged for his specific use of the system. (Reference 
4.) A direct assessment could be made by requiring the 
user to purchase a comm erically constructed cryptographic 
key to gain access to the system. This is a different 
approach than that to be used by DOT in collecting users 
fees. Some means of rectifying this difference in 
philosophy will have to be found. 

Although difficult, the resolution of the above issues is 
possible. Hopefully, such resolution will come quickly. 
There has been recent discussion of an international 
satellite navigation system operated by the civil 
community as a consortium similar to IN MARSAT. Any 
delay in resolution of the issues concerning NAVSTAR GPS 
makes this more of a possibility. It may be an answer to 
the question of international civil acceptance of a military 
system. A lot will depend on world economics and if 
aviation and marine users are willing to pay for more 
navigation services than they already have. In the 
meantime, we should not overlook the potential in 
NAVSTAR GPS and the investment this country has already 
made in the system. Neither should we forget the existing 
systems that will need upgrading or other improvements in 
the future. It is probably safe to say that most of our 
existing systems, e.g., LORAN-C, OMEGA and VOR/DME 
have not reached their fullest potential. Still, the time 
will come when attempts to improve or continue the 
operation of these systems will provide only minimum 
benefit. The purpose of the Federal radionavigation 
planning process is to continually review the mix of 
radiona vigation systems and ensure that are operated in 
the most effective manner. The process also should not 
stop at a "status quo" but be a vigorous attempt to 
introduce new technology into the field of radionavigation 
that will improve the safety and efficiency of 
transportation. 
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CONCLUSION 

It is difficult to determine the full role that satellite 
navigation will play in year 2001. Who?, at the end of 
World War II could have predicted that within 15 years a 
doppler satellite navigation system such as TRANSIT was 
to be operational. The fact that TRANSIT receivers that 



originally cost $30,000 are now being replaced by $3,000 
receivers is astonishing, and we have probably not seen an 
end to this revolution in electronics and computer 
technology. To what extent this technology is capitalized 
on will depend on the economy and the willingness of 
industry and government to invest in research and 
development. We should not hesitate, however, to make 
plans that will improve the radionavigation services in this 
country. Vessels can be moved more efficiently in harbors 
and aircraft can save additional fuel by flying the most 
direct routes. Nore lives can be saved by the rapid response 
of rescue forces to the exact location of an accident. We 
will also still need some back-up all-weather navigation 
system in case of equipment failure, either at the 
transmitter or the receiver. We can not overlook the fact 
that inertial systems are getting more reliable and 
attractive with respect to the cost of ownership. Is it 
possible that inertial systems will become so accurate and 
dependable that regardless of time, no external reference 
will be required. It is hard to imagine, how ever, that there 
will not be some redundant ground-based radionavigation 
systems. 

The user should have the most say in what system or 
systems will be used in the future. How does the user have 
a say in this matter? 0 ne of the most active ways is 
through direct comment on the Federal R adionavigation 
Plan {FR P). An address to write to express your feelings to 
the D 0 T Navigation Working Group is in the FR P. Another 
way is through user groups and through participation at user 
conferences. The FA A recently had a J1l eeting of this type 
in Washington, D.C. A similar meeting for surface 
transportation users is scheduled for November 16-17, 1982 
in Washington, D.C. With input from the users, the Coast 
Guard, FA A and other D 0 T administrations, D 0 T can 
present a stronger case before Congress and the 
Administration in obtaining funds and support in maintaining 
our very important nation a 1 resource in radionavigation 
services. 
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ALASKA LORAN-C FLIGHT TEST EVALUATION 
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West Palm Beach, Fl. 33406 

ABSTRACT 

This paper contains the description 
and results of a Loran-C flight test 
program conducted in the State of Alaska. 
The testing period was from August 1982 
to September 1982. The purpose of the 
flight test was to identify applicable 
Loran-C accuracy data for the Alaskan 
air taxi and light aircraft operators 
so that a Supplemental Type Certificate 
(STC) can be issued in·-the Alaska Region 
for the Loran-C system tested (Teledyne 
TDL-711). Data was also collected both 
on the transition and return flights 
across the continental United States 
from West Palm Beach, Florida. 

Navigation system errors were quanti­
fied for the Loran-C unit tested. The 
errors were computed from knowledge of 
position calculated from ground truth 
data and the indicated position of the 
navigator. Signal coverage, bias and 
flight technical error data were also 
obtained. Multilateration ground truth, 
photographic ground truth, and data 
acquisition systems were carried aboard 
the test aircraft. Over 15,000 nm were 
flown and more than 100 hours of Loran-C 
data from Florida to Alaska were recorded. 

The tests were concentrated in the 
southwest part of the Alaskan mainland. 
An interconnecting network of routes 
west of Anchorage and south of a line 
from Fairbanks to Kotzebue were flown 
for data collection. Of particular 
interest was the area around, and to the 
west of, Bethel where there are currently 
very few aids to air navigation. 

The North Pacific chain with stations 
at St. Paul (Master), Port Clarence 
(Yankee) and Narrow Cape (Zulu) was used 
in this area. Preliminary results indi­
cate that Loran-C has sufficient signal 
coverage and accuracy to support aircraft 
enroute navigation in much of the test 
area. In the area around Anchorage the 
test unit failed to consistently acquire 
and track the signal, however. Further 
analysis of the data and testing are 
required in the Anchorage area. 

INTRODUCTION 

This document describes the results 
of a program for the collection of flight 
test data in Alaska using Loran-C (a 
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wide area coverage navigation system). 
The purpose of the flight test was to 
evaluate a Loran-C receiver as an 
enroute navigation aid in Alaska and to 
collect data that can be submitted to 
the FAA in support of an application for 
a Supplemental Type Certificate (STC). 
Ultimately the Loran-C performance data 
collected will be utilized in the con­
sideration of Loran-C by the Alaskan 
Region as an enroute navigation aid for 
the Alaska Air Taxi operators and light 
aircraft operators. 

Navigation system errors (NAT and NCT: 
navigation error in alongtrack and 
crosstrack coordinates) were quantified 
for the Loran-C unit tested (Teledyne 
TDL-711). Total system crosstrack error 
(TSCT) and alongtrack error (TSAT) were 
also quantified in this report. Signal 
coverage, bias and flight technical error 
data were collected for position analysis 
obtained from a multilateration ground 
truth, photographic ground truth and 
data acquisition system carried aboard 
the test aircraft. Included in the test 
were equipment shakedown flights for 
the data acquisition system, transition 
data collection flights and Alaska data 
collection flights. 

OBJECTIVES 

The objectives of this project was 
to collect Loran-C performance data in 
Alaska that would be applicable in the 
consideration of Loran-C by the FAA as 
an enroute navigation aid. The specific 
objectives of this flight test were 
defined as follows: 

I Collect Loran-C data relating to 
signal coverage and navigation 
system accuracy in the Alaska 
Enroute structure. 

I Collect and analyze Loran-C data 
while enroute to Alaska. 

I Collect and analyze signal infor­
mation; such as propagation 
errors, signal to noise ratios, 
etc. 

I Collect and analyze fixed site 
Loran-C data so that the effects 
of signal anomalies can be identi­
fied in the flight data. 

I Qualitatively evaluate the 
potential for. and the effects of~ 



blunders using the Loran-L air­
borne system selected .. 

I Collect and analyze Flight Tech­
nical Error (FTE) data associated 
with the airborne Loran-C syste~ 
selected. 

I Provide the necessary installation 
and accuracy data so that a 
Supplemental Type Certificate 
(STC) can be issued by the FAA 
for the Loran-C system tested. 

FLIGHT TEST ROUTES AND PROCEDURES 

A total of 6,300 data miles were 
flown in the State of Alaska during a 
period from September 1, 1982 to Septembe1 
10, 1982. Test locations were chosen to 
include as many geographically diverse 
situations as is possible within the 
constraints of a flight test. The air­
craft was based in Anchorage, Alaska 
and was stationed at the FAA hanger on 
the airport. 

In order to meet the major objective 
of obtaining an STC for the TDL-711 
Loran-C receiver, the specific objectives 
of this flight test were defined as 
follows: l] determine useable accurate 
signal coverage, and 2] determine avionics 
accuracy within that coverage. As 
depicted in Figure 1, the test routes 
were concentrated in the southwest part 
of the state where there is published 
coverage from the North Pacific Loran-C 
chain. Typically, single triad coverage 
was available from the Master Station 
at St. Paul (in the Pribilof Islands) 
and the,secondary stations at Port Clarence 
and Narrow Cape. The other secondary 
station in the chain at Attu Island was 
utilized only as a backup station. Little 
overland coverage was available from the 
Gulf of Alaska chain according to 
published United States Coast Guard 
Loran-C charts. 

Accuracy data were collected whenever 
the ground truth system was operational; 
minimum of two DME stations being received. 
In those cases where DME coverage was poor 
(west of Bethel) the photographic ground 
truth system was utilized. 

To demonstrate compatibility with the 
existing VOR/DME system and air taxi 
operator routes, all of the flight test 
routes were along published, low altitude 
airways in the Southwest area. The 
Alaska Loran-C flight test program con­
sisted of an area roughly defined by 
Anchorage, Fairbanks, Nome, Kodiak and 
McGrath (see Figure 1). Three basic 
flight test routes were flown. Test 
route 1 consisted of three [3] segments 
while test routes 2 and 3 consisted of 
four [4] and five [S] segments, respec­
tively. Each leg was approximately 430 
nm in length (2.9 flight hours). These 
legs consisted of enroute segments only. 
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Segments were identified by the following 
number system: 

Segment 

1 
2 
3 

4 
s 
6 
7 

8 
9 

10 
11 
12 

Origin 

I Anchorage 
Nome 
McGrath 

{

Anchorage 
Galena 
Nome 
King Salmon 

f 
Anchorage 
King Salmon 
McGrath 
Galena 
Nome 

Destination 

Nome 
McGrath 
Anchorage 

Galena 
Nome 
King Salmon 
Anchorage 

King Salmon 
McGrath 
Galena 
Nome 
Anchorage 

Figure 1 Alaska Loran-C Flight Test 
Routes 

An additional flight was flown west 
of Bethel at the following locations: 
Kipnuk, Mekoryuk, Nightmute, Cape 
Romanzof and Russian Mission. The 
purpose of this segment was to explore 
overall signal accuracy and coverage 
and to demonstrate operations similar 
to those normally made by local air 
taxi operators. As mentioned earlier, 
photographic data were collected to 
verify the accuracy of the Loran-C 
navigator in this area. 

Alaska enroute segments included 
flight over a variety of topographic 
and geographic conditions. Availability 
of DME transmitters along the route was 
adequate for data acquisition at flight 
altitudes in the range of 10,000-12,000 
feet. 

In addition to the enroute segments 



flown in the Alaska area, five Loran-C 
RNAV approaches were accomplished. The 
approaches, with the exception of 
Anchorage, were flown in an ad hoc manner 
that is they were executed without the ' 
aid of approach plates or published pro­
cedures. Typically, the approaches were 
flown utilizing two waypoints, the runway 
threshold and the FAF (Final Approach 
Fix) waypoint located five nautical 
miles out on centerline. Five approaches 
were executed in total at the following 
locations: 

Anchorage 
Bethel 
Fairbanks 

Nome 
King Salmon 

The transition portion of the flight 
tes~ program consisted of an area roughly 
defined by West Palm Beach, Florida; 
Denver, Colorado; Reno, Nevada· Vancouver 
British Columbia; and Anchorage Alaska' 
(see Figure 2 and 3). Ten [10] 'flight 
legs were flown for the transition 
po:tion of t~e flight test with each leg 
being a~proximately 430 nm in length 
(2.9 flight hours). These legs consisted 
of departure, enroute and appraoch 
segments. Segments were identified by 
a number as follows: 

Segment 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Origin 

W. Palm Beach, Fl 
Mont., AL 
Little Rock, AR 
Amarillo, TX 
Denver, CO 
Roosevelt, UT 
Reno, NV 
Seattle, WA 
Ft. Nelson, CA 
Whitehorse, CA 

Destination 

Mont., AL 
Little Rock,AR 
Amarillo, TX 
Denver, CO 
Roosevelt, UT 
Reno, NV 
Seattle, WA 
Ft. Nelson, CA 
Whitehorse, CA 
Anchorage, AK 

Each segment was flown twice once in 
transition to Anchorage, AK and'once on 
the return flight to West Palm Beach FL. 
The transition portion of the flight to 
Alaska was flown during a period from 
August 29, 1982 to September 1, 1982. 
The return portion of the flight was 
flown from September 17, 1982 to 
September 21, 1982. 

Enroute segments included over water 
coasta~ plain, ~entral plain and rocky ' 
mountain overflight. Availability of 
DME transmitters along the route was 
adequate for data acquisition at flight 
altitudes in the range of 10,000 to 
12,000 feet. The areas of reduced 
accuracy are predictable based on trans­
mitter. geometries and the route of flight 
for this test was selected to include 
areas of both good geometry and bad 
geometry. For example, the Denver, CO 
area was selected because it is on the 
outer fringe of current Loran-C coverage. 

In addition to the transition enroute 
data collected during this flight test 
a limited amount of approach data were' 
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collected. An RNAV non-precision 
approach using information from the 
Loran-C system being tested was 
attempted at the termination of each 
segment. During the portion of each 
approach that multiple DME coverage 
was adequate for operation of the data 
acquisition ground truth system, 
approach phase navigation system error 
values were determined. Low altitudes 
~uring the final phases of the approach, 
in most cases, limited the availability 
of adequate DME coverage. However, FTE 
data was collected during the entire 
approach phase in all cases. Data 
collected during this flight test repre­
sent a comprehensive baseline data base 
of both flight technical error and 
navigation system error values over a 
variety of topographic and geographic 
conditions. 

. Elev~n approaches were completed at 
eight different airports during the 
transition enroute phase of the Loran-C 
testing. All of the approaches were 
published RNAV approaches with the 
exception of the Anchorage International 
approach. The eight approach locations 
were as follows: 

Palm Beach Int' 1., FL -RNAV Rwy 13 
Dannelly Field, AL -RNAV Rwy 3 
Adams Field, AR -RNAV Rwy 22 
Tradewind Airport, TX -RNAV Rwy 35 
Jeffco Airport, co -RNAV Rwy 29R 
Roosevelt Mun., UT -RNAV Rwy 25 
Reno Int' 1., NV -RNAV Rwy 16 
Anchorage Int' 1., AK -RNAV Rwy 6R 

Although every effort was made to 
select those destination RNAV approaches 
most likely to supply DME signal sources 
required by the data acquisition system 
prim':1ry emphas.is was placed on selecting 
terminal locations which were indicative 
of a variety of navigation system trans­
mitter geometries, and potential signal 
propagation effects. It is felt that 
the route and destinations selected for 
thi~ flight test represented the greatest 
variety of signal variations available. 

FLIGHT CREW 

Three subject pilots were utilized 
for this test effort. All of the pilots 
were commercial and instrument rated 
and all had previous experience flyi~g 
long range navigation equipment. Table 
1 presents a breakdown of the flight 
hours and qualifications for each pilot. 

All enroute and approach segments were 
flown by the primary subject pilot. The 
copilot acted as safety observer and was 
also responsible for ATC communications 
and data entry into the TDL-711 Loran-C 
system. The flight test observer was 
t':1s~ed with opera ti on of the data acqui­
sition system and the manual logging of 
unusual flight situations. 



Table 1 Project Pilot Experience 

Pilot Total Comm. Inst. ATR Long 
Time Range 
(hrs) Nav. 

Exp. 

A 35,000 I I I Omega 
B 35,000 I I I Omega 
c 2,000 I I Loran-C 

TEST VEHICLE AND EQUIPMENT 

The aircraft used in the test was a 
twin engine Beechcraft Queen Air Model 
65. During the data collection activity, 
a dedicated course deviation indicator 
(CDI) display was utilized to display 
Loran-C steering commands at all times. 
The safety observer monitored aircraft 
position by standard VOR navigation 
using a standard CDI disp·iay on the right 
side of the front instrument panel. 

The Loran-C airborne system used for 
the flight test program was a Teledyne 
TDL-711 micro-navigator system consist­
ing of an E-field vertical antenna; a 
receiver/computer unit mounted on the 
data acquisition rack; a control display 
unit (CDU) mounted on the aircraft's 
center console; and a CDI in the center 
of the pilot's instrument panel to dis­
play Loran-C course deviation. 

Figure 3 
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The control display unit, shown in 
Figure 4, is the operator's interface 
with the Loran-C system. It displays 
position information both in latitude/ 
longitude and time differences, shows 
which waypoint, or waypoint pair, has 
been selected, displays all navigation 
and test modes, and shows the information 
being entered through the keyboard. 

3Y.52.Slj J23. 11.8 
L 
0 
R 
A 
N 

Figure 4 TDL- 711 Control Display Unit [l) 

There are six decimal points for use 
with the data shown in each upper display 
window (two of the six in each are shown in 
Figure 4). These same decimal points 
are also used to warn the crew of non­
standard Loran-C system operation. All 
the decimal points blink when the 
processor is operating in the master 
independent mode (the master signal is 
unable or non-existent and a third 
secondary has been added to the computa­
tions, with one of the se.condaries selected 
as master). They remain on steadily when 
navigation information (and thus, the 
computer position) is unuseablP. 

The rotary data selector switch chooses 
the information to be displayed: 

I "WAY PT": the selected waypoint 
position is displayed, 
or the coordinates to 
be entered for the 
selected waypoint are 
shown. 

I "PRES POS": position displays pre­
sent position or allows 
entry of present po­
sition. 

I "DIST/BRG": displays in the left 
and right windo.w&-range 
and bearing to the 
selected "TO" waypoint 
in the "FROM-TO" window. 

I "ETE/GS": the processor shows 
time to go to the "TO" 
waypoint and present 
ground speed. 

I "XTK/DTK": shows crosstrack 
distance on the left 
and desired track angle 
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on the right. 

I "TKE/TK": displays track angle 
error and track angle. 

I OFST/VAR": shows the current 
parallel offset dis­
tance (or allows se­
lection of a new off­
set), and lets the 
operator either sec 
the current magentic 
variation, if any, or 
enter a new variation. 

The "MODE SELECTOR", (lower left 
corner) is a three position switch 
which, at the operator's discretion, 
either shuts off power to the system, 
initiates the self-test sequence, or 
puts the system into normal operation. 

One of two pre-programed coverage 
areas can be chosen with the area 
switch.* This switch selects the traid 
(a three-station set of master and 
secondaries) which is to be used for 
position computation and navigation. 
All of the Programmable Read Only 
Memory's (PROM) for all test coverage 
areas were available in the system. The 
"L/L-TD" switch chooses the mode of the 
selected position display or entry of 
latitude/longitude or time differences. 

Pressing the "POS HOLD" switch stores 
the aircraft's present position at the 
moment it is depressed. If the rotary 
data selector is in the "PRES POS" mode, 
the displays will freeze. In any event, 
position continues to be updated once 
per second. The indicator light stays 
on until the switch is pressed a second 
time. 

To effect a leg change, the "LEG CHG" 
switch is depressed and the next way­
point pair is entered using the keyboard. 
On the TDL-711, thelegchangelightwill 
flash when the "TO" waypoint has been 
reached, and the new waypoint "FROM-TO" 
pair must be entered manually. There is 
no automatic leg change function. The 
selected waypoint pair appears in the 
"FROM-TO" window. 

The keyboard is for information entry. 
Certain keys have double functions de­
pending on the position of the rotary 
data selector switch. The "ENT" key in· 
serts the keyboard entry into the 
fH'O€~. The "CLR" key is used to 
clear keyboard entry errors. 

The "N" and "S" lights indicate 
latitude, and the ''E" and "W" longitude. 
Whenever an offset course has been 
entered, the "OFFSET" light remains on. 

When the aircraft is left or right 

*This particular Loran-C unit was modi­
fied with Teledyne's 16 triad option. 



of desired track, when the track angle 
error is left or right of desired track 
heading, or when the offset course is 
left or right of nominal, the "L" or "R" 
lights will be on to show the direction of 
displacement. The "DIM" control regu­
lates all CDU lights except the "OFFSET", 
"LEG CHG" and "POS HOLD" indicators. 
They are controlled with the cockpit 
dimmer controls. 

The output of the Loran-C navigator 
drives a deviation indicator (CDI), 
giving linear deviation from the selected 
"TO" waypoint course. Full scale 
deflection left or right of center is 
1. 28 nautical miles. The "TO" flag in­
dicates that the aircraft is located 
short of the "TO" waypoint. The "FROM" 
flag indicates a position beyond the 
"TO" waypoint. The red "NAV" flag in­
dicates that steering commands are in­
valid. 

The Loran-C receiver is designed to 
run a remote display unit (RDU), and 
the information it provides to that re­
mote display can be externally programmed 
through the PROM. 

REFERENCE SYSTEMS 

A multiple DME positioning system 
and a photographic positioning system 
were used to fix the aircraft's actual 
position. The multiple DME positioning 
system used was a Rockwell-Collins DME-
700. The DME-700 transmits pulsed 
signals to a ground station and receives 
responses from the station. Slant range 
is determined by measuring the transmit 
time from the aircraft to the station 
and back to the aircraft. The DME-700 
is capable of operating in several modes 
including: standby, single channel, 
diversity, and scan (which was utilized 
for the purpose of this test). The scan 
mode provides a capability to service 
up to five stations at a high rate, and 
can scan the other 274 channels for 
valid replies at the same time. The DME-
700 receives serial digital control in­
formation on one of two ARINC 429 input 
data buses. The control ·information 
also instructs the DME as to what mode 
of operation to use. The DME-700 delivers 
serial digital distance data over two 
ARINC 429 output data buses. DME data 
(distance and frequency) from the five 
closest DME stations are transmitted via 
the data output buses ·at 3. 5 sec int.ervals. 
Depending on the number of stations, 
received data for an additional 15 DME 
stations can also be transmitted via the 
data output buses. 

The photographic positioning system 
used was a Minolta X- 700 camera system. 
The Minolta X- 700 is a 35 mm Single Lens 
Reflex (SLR) camera system. Options 
available for the X-700 system that were 
utilized for this flight test program 
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are as follows: 

I Multifunction back 

I MD-1 Motor Drive 

I Remote Control 

The multifunction back allows the user 
to imprint on each negative one of 
several items: time (hours, minutes and 
seconds), calendar date (month, day and 
year) or it can be programmed to number 
each negative in sequence from 1 to 
999,999. For this flight test applica­
tion the time option was utilized. This 
allowed the data to be time correlated 
with the airborne system data collector. 
The motor drive and remote control 
options allowed the flight test engineer 
to operate the camera while observing 
other necessary data collection parame­
ters. 

The camera was mounted inside the 
aircraft pointing through the bottom of 
the fuselage. Two lenses were used (35 
mm and 70 mm), depending on the altitude 
above the ground, to yield a reasonable 
field of view. Photographs were taken 
of airport runways and VOR stations so 
that an accurate indication of actual 
aircraft position could be determined. 
Photographs were developed on site to 
insure the validity and quality of the 
data. 

DATA ACQUISITION SYSTEM 

The data acquisition package utilized 
during the flight test program consisted 
of eight major components. Theywereas 
follows: 

I MFE 452B w/414 PAR Cassette 
Recorder 

I Collins DME-700 

I Microcomputer Chasis. Logic and 
Interface Boards 

I Keyboard and Alphanumeric Display 

I System RPU Loran-C 

The appropriate data parameters were 
digitally recorded on the MFE 452B with 
414 PAR option cassette recorder. These 
data were recorded from three distinct 
sources via the microcomputer logic and 
interface boards. The three sources 
were as follows: Coll ins DME- 700, analog 
voltages representing aircraft systems 
and the wide area coverage system RPU. 
The operator/system interface components 
consisted of a keyboard, alphanumeric 
display and a CRT console, to be used 
for post-flight quick-look dumps. The 
primary power for the data acquisition 
system was 28 VAC. 

DATA PROCESSING 

The data obtained during the flight 
test consisted of digital data recordings 



on magnetic tape, photographic data at 
selected sites and observations of the 
pilots and flight test observer. The 
digital data recording system, used in 
the test, recorded three generic types 
of navigation and aircraft system data. 
These types were: 

I Analog voltage or phase a:ngle data 

I DME digital data 

I TDL-711 Loran-C digital data 

All data were time tagged by the data 
collector clock to the nearest .01 second. 
Data were recorded at a 1 Hz rate on mag­
netic tape cassettes. On the transition 
flight from West Palm Beach to Anchorage, 
data were recorded at periodic intervals 
of approximately five minutes on line 
and five minutes off line. During the 
Alaskan flight testing and the return 
flight to West Palm Beach, data were 
recorded continuously.- In all, 120 
cassettes of test data were obtained. 
Due to the large amount of data, processing 
was performed at a 0.1 Hz rate thereby 
providing data at ten second intervals. 

The following analog data were recorded 
during the test and utilized in the data 
reduction procedure: 

I Dynamic pressure (indicated 
airs peed) 

• 
• 
• 
• 
• 

Altitude reference} Potentiometer 
Altitude wiper voltages 

Aircraft heading synchro 

CDI indicator voltage 

CDI flag voltage 

Seven DME data channels from the 
Rockwell-Collins DME-700 were obtained 
each second. Each channel contained a 
time tag, co-channel VOR frequency and 
DME distance. In areas where there were 
five or more DME stations available, 
the DME-700 provided DME measurements 
from five separate stations. The addi­
tional two channel's contained data from 
two of the five channels taken about a 
half second later. When fewer than five 
stations were available, the DME-700 
provided repeated measurements from the 
available stations to complete the 
seven channels of data. 

The TDL-711 Loran-C navigator was 
equipped with a specialized PROM for 
providing a considerable amount of 
Loran-C receiver information through the 
remote display unit (RDU) data line. 
The Loran-C information is divided into 
three general categories, display replica 
data, Loran-C signal processing data and 
Loran-C navigation data. Specific parame­
ters recorded in these categories are: 
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Display replica data 

I CDU annunciators 

I Left hand digital display 

I Right hand digital display 

I From/to waypoint display 

I Decimal points and other CDU lamps 

I nistance to waypoint register for 
display 

I Ground speed register for display 

Loran-C signal processing data 

I Time difference A 

I Time difference B 

I Loran-C track status 

I Loran-C signal to noise ratio 

I Loran-C station blink status 

I Loran-C envelope detection status 

I Loran-C envelope numbers 

I Triad in use 

I Group repetition interval's 
(GRI' s) per CDI update 

Loran-C navigation data 

I Loran-C latitude and longitude 

I Crosstrack error 

I To/from waypoint latitude/ 
longitude 

I To/from waypoint numbers 

I Parallel offset value 

I Magnetic deviation value 

I CDI scale factor 

All Loran-C data were recorded at a 
1 Hz rate and were time tagged to the 
nearest .01 seconds. 

Through the use of the aircraft's 
true position, and the navigation and 
Loran-C data recorded from the Loran-C 
navigator, many accuracy parameters 
could be determined. These include: 

I Easting and northing position 
errors 

I Loran-C time difference errors 

I Total system alongtrack and 
crosstrack errors 

I Navigation sensor alongtrack 
and crosstrack errors 

I Navigation computer alongtrack 
and crosstrack errors 

I Flight technical error 

A diagram defining these error relation­
ships is shown in Figure S. The navi­
gator RDU data stream provides Loran-C 
derived latitude and longitude, cross­
track deviation (flight technical error) 
and distance to waypoint (DTW) data. 



From these parameters, and the waypoints 
which define the course, the other error 
components are calculated. 
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Figure 5 Loran-C System Error Geometry 

Time difference errors were computed 
at each point where valid Loran-C and 
DME position data was available. The 
procedure involves reversing the coordi­
nate conversion process performed by the 
TDL-711 navigator. Using the true air­
craft position from the DME system, 
iistance to Loran-C station values are 
computed for a spheroidal earth model. 
The procedure for this computation was 
taken from FAA Advisory Circular 90-45A, 
Appendix J. However, earth radii used 
in the procedure are taken from Reference 
2, which uses the World Geodetic System-
1972 Datum. The error components are 
evaluated statistically by computing 
their mean values and standard deviations 
according to standard formulas. 
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OPERATIONAL RESULTS 

General 

As found in this test and previous 
Loran-C tests with the TDL-711, the 
system has been designed reasonably well 
from the pilot's point of view. Most 
of the features or modes were, at one 
time or another, used by each of the 
subject pilots. some pilots preferred 
to keep the digital display readout in 
the "XTE" mode in order to fine tune 
their steering performance, since this 
readout is to .01 nm. Other pilots 
primarily used the distance to waypoint 
mode in order to maintain cognizance of 
their alongtrack position, and used the 
CDI needle for crosstrack steering. In 
any event, in the majority of situations 
the Loran-C signal stability was good 
enought that pilot FTE, or steering 
error, was quite low. Even when flying 
the CDI, needle movement was only affected 
by aircraft heading or wind, and did not 
~xhibi t the significant variations often 
~ncountered with either flying VOR 
radials, or, to a lesser extent; when 
flying VOR/DME RNAV. It is to be ex­
pected that the FTE element in a Loran­
C RNAV system use error budget will be 
substantially lower than the values 
currently used for the enroute and 
terminal phases of VOR/DME system 
certifications. 

Four operationally significant cir­
cumstances were observed during the 
conduct of these tests. The first is of 
somewhat lesser importance and has been 
both observed and documented in a pre­
vious test (Reference 3). When initi­
ating a leg change (i.e., changing from 
a waypoint 1-2 leg to a waypoint 2-3 
leg), a period of several seconds is 
required, during which time the CDI 
needle is centered and the flag is in 
view. In an enroute environment, where 
course changes between legs are usually 
moderate, this denial of steering infor­
mation is not critical. However, if 
this situation occured in a terminal 
area situation where course changes of 
up to 90° can be expected, this system 
characteristic could possibly result in 
undesirable airspace utilization under 
conditions where airspace is at a premium. 
The principal cause of this problem is 
the saturation of the computer·currently 
used in the TDL-711. Use of a faster 
computer or more optimized software 
design should reduce this "dead" time 
to a more desirable level. 

The second problem is of a potentially 
more serious nature, and has also been 
observed previously. On several 
occasions, such as flying east from 
McGrath to Anchorage, the Loran-C accu­
racy markedly degrades, with no overt 
indication to the pilot that such a 
situation exists. In some cases the 



Loran-C accuracy di verged from a value of 
approximately 1 nm to a value approaching 
20 nm. From the pilot's point of view 
the system is performing perfectly (i.e., 
the system is locked on with an adequate 
set of signal strengths, the CDI flag is 
pulled out of view, and CDI steering 
signals are available). However, with­
out some supplemental position fixing 
aid, such as VOR and DME, or visual fixes, 
the pilot is not aware that his guidance 
could be in error by 20 nm. The cause 
for these errors has not yet been quanti­
fied. Some measure of errors appear to be 
a function of the specific design charac­
istics of the Loran-C airborne unit used 
in this flight experiment, such as the 
propagation model and/or cycle slip. 
Operational procedures to eliminate or 
reduce the possibility of this situation 
occurring should be investigated. 

The third problem has again been both 
observed and documented in a previous 
test (Reference 3). The TDL-711 system 
offers a diagnostic mode which can be 
utilized to display certain internal 
navigator data, such as signal to noise 
ratios (SNRs) and other important signal 
data. This mode is entered by moving 
the selector to the "LEG CHG" position 
and then through a series of keystrokes 
initiated by the pilot. On several 
occasions when the pilot tried to exit 
the diagnostic mode, the system would 
lock up. To resume normal navigation 
the system had to be reinitialized in 
flight. 

The fourth very disturbing problem 
occured on two occasions. For reasons 
unknown, when a leg change was initiated 
the CDI needle moved full left then 
right, repeatedly. Again the system 
was locked up and required reinitiali­
zation before navigation could be resumed. 
Both of the problems are most likely 
software related. 

Finally, no noticable problems were 
experienced due to precipitation static. 
Several of the flights were flown in 
rain, ice and snow for extended periods 
of time and never once was there ex­
perienced a system failure or loss of 
lock situation due to precipitation 
static. Even at times when the rainfall 
rates were heavy, no noticable problems 
were experienced due to precipitation. 

Transition Segments 

During the enroute transition phase 
of testing, no "mid continent gap" was 
encountered per se. Although at times 
signals were weak and coverage was poor, 
the navigator continued to operate and 
provide good guidance for most of the 
flight. There were times when the system 
lost lock for brief periods of time en­
route, but these occurences were limited. 

On approaches into both Montgomery, 
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Alabama and Little Rock, Arkansas, the 
system lost lock on the transition and 
return flights from Anchorage. This 
problem could be due possibly to some 
local industrial noise in the area. 
Further approach testing in these areas 
might reveal some additional information. 
Although some bias errors were experi­
enced, the approaches to all of the 
other airports were accomplsihed with­
out a break in lock. 

Alaska 

The main purpose of the Loran-C flight 
test in Alaska was to determine in which 
areas the system could meet the AC 90-
4SA airspace requirements so that a STC 
can be issued for those particular 
geographical areas using the TDL-711. 

One of the serious problems mentioned 
earlier occured virtually every time 
the sys tern was utilized in the Anchorage, 
Alaska area. The Loran-C accuracy 
markedly degraded in the Anchorage area 
(approximately a 60 nm radius), with no 
overt indication to the pilot such a 
situation existed. Only on one occasion 
at Anchorage did the Loran acquire 
signals on the ground. On all of the 
other flights the Loran did not lock on 
until well clear of the Anchorage area. 
This was true for all directions of 
flight. In some cases the error value 
approached 20 nm. Again, this is with­
out any indication to the pilot unless 
of course the pilot uses VOR/DME or 
some other means to establish his actual 
position. 

In the extreme southwest areas, 
especially around Bethel, Alaska, the 
system performed very accurately. On 
the Bethel Spur Route the Loran-C navi­
gator guided the pilots to the exact 
location of the airports. Navigation 
during this flight was steady and at no 
time did the system lose lock. Since 
there are few other means of navigation 
in these areas, local air taxi operators 
could benefit greatly by havingLoran-C 
in their aircrafts. The Bethel area 
offers good geometry from the master at 
St. Paul Island and the secondaries at 
Port Clearance and Narrow Cape. In 
addition, this area is right in the 
heart of good Loran-C coverage where 
good strong signals can be reliably 
received. 

In the northern areas around Galena, 
Ambler and Kotzebue, the system experi­
enced what appeared to be some type of 
cycle slip. Errors in excess.of five 
miles were observed in this area. 
Navigation was always steady with no 
breaks in lock, but large bias errors 
were experienced. This area is out­
side of the predicted USCG Loran-C 
coverage, mainly because it is so far 
from St. Paul l5land, the master station. 



Further testing should be conducted in 
this area to determine the cause of the 
errors. 

Overall, the TDL-711 Loran-C naviga­
tion system performed very accurately 
over the course of the flight test ex­
periment. Although several anomalies 
were noticed in certain geographical 
areas, the TDL-711 was found to be very 
accurate when it received good signals 
and was straightforward to operate. In 
good coverage areas, the system locked 
on within 2.5 minutes. Two generic op­
erational problems arose during the 
tests. In areas where the SNRs were 
very low, the system often did not acquire 
the Loran-C signals on the ground or in 
the air. In addition, the system will 
acquire a false position with no indica­
tion to the opera tor that it has done so. 

CHAIN PERFORMANCE 
-

During the Alaska flights the North 
Pacific chain was utilized almost ex­
clusively. On a few occasions in the 
Anchorage area when the receiver would 
not lock onto the North Pacific chain, 
attempts were made to acquire the Gulf 
of Alaska chain. These attempts were 
equally unsuccessful and so the only 
useful navigation data were obtained 
with the North Pacific chain. The triad 
used for navigation was: 

Time difference A - Port Clarence/ 
St. Paul Island 

Time difference B - Narrow Cape/ 
St. Paul Island 

A review of the Coast Guard monitor 
data showed that the time difference 
errors, as recorded at the Kodiak monitor 
site, were usually less than 40 nano­
seconds. On some occasions however, 
particularly on flights 9-04, 9-06 and 
9-07, the TDA error at Kodiak was as 
large as -80 nanoseconds. This error 
value however, is on the order of the 
minimum time difference resolution of 
the TDL-711 and is not considered 
significant in affecting Loran-C oper­
ational accuracy. 

It should be noted that while the 
Kodiak station monitors the Port 
Clarence signal, it does not control 
that stations phase adjustment. 

Five instances of unuseable time 
were recorded for the master station at 
St. Paul Island during the period of 
time from 9-01-82 to 9-18-82. None of 
these times coincided with the times 
that the test flights were in progress. 
The unuseable times totaled 23 minutes 
for the 19 days, producing a system 
availability rate of 99.92% during the 
test period. The availability was 100% 
during the tests. 
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In summary, the North Pacific chain 
was operating within the normal accuracy 
and availability ranges during the 
performance of the flight tests. 

RECEIVER PERFORMANCE 

The remainder of the text discusses 
the accuracy results obtained from the 
flight test program. More detailed re­
sults can be found in the flight test 
report (Reference 4). The data pre­
sented in this report and in this paper 
reflects only the data collected during 
the Alaska portion of the flights. 

In the Anchorage and Fairbanks area, 
the availability of Loran-C guidance 
from the TDL-711 was very poor. This 
~as consistently true on each day that 
the unit was flown in these areas. For 
example, on a flight flown on 9-4-82, 
the unit failed to lock on for about 
one hour until the aircraft was about 
100 nm south-south west of Anchorage 
near Homer. Two brief loss of lock 
occurences happened outside the 
Anchorage area, one near King Salmon 
and one near McGrath. The first of 
these was operator induced to demon­
strate airborne reinitialization. On 
the return trip from Fairbanks to 
Anchorage, the unit had large errors 
throughout this flight segment and 
completely failed to operate for a 
constant seven minute period. 

Time difference errors were determined 
by applying the data processing procedure 
outlined previously. Evaluation of the 
time difference error provided informa­
tion on the receiver's ability to process 
the Loran-C signal and identify the 
proper cycle crossing and evaluate the 
propagation model used by the TDL-711 
navigator for position determination. 

Table 2 presents the detailed sta­
tistical time difference error data for 
the five days of flight testing. These 
data are taken within a 50 nm radius of 
the cities and villages shown. As a 
general rule the following rules apply 
to interpreting the time difference 
errors: 

I TDA refers to the Port Clarence/ 
St. Paul Island time difference 

I TDB refers to the Narrow Cape/ 
St. Paul Island time difference 

I Positive time difference error 
implies one or more of the 
following conditions: 

propagation model error in 
the master signal 

cycle slip in the master 
signal 

- cycle jump in the secondary 
signal 



I negative time difference error 
implies one or more of the following 
conditions: 

- propagation model error in the 
secondary signal 

- cycle slip in the secondary 
signal 

- cycle jump in the master signal 

I A cycle slip is defined as the 
receiver tracking on the fourth or 
greater cycle, a cycle jump occurs 
if the receiver tracks the first 
or second zero crossing in the 
Loran-C pulse. 

I Normally propagation model errors 
are in the 2-3 µsecond range with 
errors occasionally reaching 4-5 µ 
seconds. Cycle slip and cycle 
jump errors are multiples of 10 µ 
seconds which is the period of the 
100 KHz Loran-C-signal. 

Table 2 indicates that near Kodiak 
the TDA error approaches -5 microseconds 
indicating a large error in the Port 
Clarence signal. This signal is 
traveling over the mountains north of 
Kodiak and a large modeling error is 
quite normal. Similarly, at Bethel the 
TDB signal approaches -5 to -6 micro­
seconds. The Narrow Cape signal passes 
over the same mountains causing a 
similar error in TDB at Bethel. In the 
Anchorage and Fairbanks area, all 
signals travel over the mountains and a 
cancellation of modeling errors proba­
bly occurs due to the time difference 
nature of the signal. 

Table 2 shows errors observed on 
flight 9-06 which was flown throughout 
the northern region of the test area. 
Only about 10 minutes were obtained in 
the Anchorage to Fairbanks segment. 
In this area both TDA and TDB were very 
large, about 21 µseconds, indicating a 

Table 2 Mean Time Difference and Position Errors 

CITY DAY #PTS TDA TDB LIN LIE 

Kodiak 9-04 70 - 4.587 2.429 - .804 .334 
9-07 90 -26.431 .085 -4.126 - 2. 723 

King Salmon 9-04 in 31 4.190 2. 5 21 - .583 .365 
9-04 out 117 - 3. 715 - 3.545 - .421 .374 
9- 0 7 139 - 3.423 - 3.413 - .398 . 360 

Bethel 9-04 134 - 2. 211 - 5.563 - .116 . 530 
9-07 in 61 2.565 - 5.356 - .149 .497 
9-07 out 12 - 1. 376 - 5.153 - .021 .499 
9-09 97 .528 - s. 011 - .056 .507 
9-10 4 - 2.391 4.216 - . 369 .427 

Aniak 9-04 26 .528 - 3.610 - .007 .379 
9-07 41 .219 - 3.228 .020 . 341 
9-09 133 - 1. 271 - 3.593 - .086 .383 
9-10 out 35 75.055 3.261 8.876 1. 273 
9-10 in 42 .126 6.443 - .117 .669 

Nome 9-06 in 117 9.961 3.423 1. 301 .247 
9-06 out 148 .830 3.171 . 039 .455 
9-09 in 126 . 88 7 6.545 - .289 .886 
9-09 out 123 .374 - 5.968 - .131 .819 

Galena 9-06 out 39 11.410 7.255 2. 722 2.088 
9-06 in 97 1. 630 6.769 . 639 1.174 

Fairbanks 9-04 in 88 .846 1. 384 .284 .615 
9-04 out 140 31.583 31. 486 9. 771 17.6 31 
9-06 in/am 21 21.099 20.661 6.889 11. 994 
9-06 out/am 90 11.615 11.228 3.700 6.027 
9-06 pm 127 .534 10.921 .370 3.066 

Anchorage 9-04 in 105 46.425 39.844 6.665 17.340 
9-06 in 137 8.861 19.452 .842 5.606 
9-07 out 119 10.877 35.313 .117 8.673 
9-07 in 14 - 9.513 - 7.827 -1. 330 - 2. 719 
9-09 out 88 45.863 47.217 6.230 16.294 
9-09 in 125 .155 1.788 - . 091 .294 
9-10 out 99 32.407 34.241 4.268 11. 492 
9-10 in 10 7 - 2.232 11.073 - . 734 1. 642 
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probable cycle slip in the master 
signal. 

Upon leaving Fairbanks the unit was 
reinitialized, but as shown, large 
errors on the order of +10 to +12 seconds 
are apparent. At Nome there is almost 
precisely a 10 11 seconds jump in the TDA 
data of Table 2 between the incoming 
flight 9-06 and the outgoing flight 
(9. 961 11 seconds versus -0. 830 11 seconds). 
At the same time, the TDB error is 
essentially constant on the inbound and 
outbound segments (3.423 11 seconds versus 
3.17111seconds). This would tend to in­
dicate a cycle jump in the secondary 
signal of TDB rather than a cycle slip 
in the master signal which would affect 
both TDA and TDB. Near Anchorage, on 
the return segment, a large TD jump 
occurs after the aircraft passes Nenana. 
Since it occurs in both TDA and TDB, the 
evidence indicates a probable cycle slip 
in the master signal. 

Cycle slips or cycle jumps are apparent 
in both TDA and TDB as the aircraft 
exits and enters the Anchorage area. 
TDA error is about -10. 9 11 seconds upon 
leaving Anchorage and -9. 7 11 seconds 
upon return. TDB error is -35.5 on the 
outbound segment and -7.8 on the return 
segment in the evening. 

The TD errors shown in Table 2 for 
flight 9-09 from Anchorage to Nome to 
Bethel to Anchorage were the most con­
sistent data obtained during the test. 
Upon leaving Anchorage, TD errors in 
both channels exceed 40 11 seconds, how­
ever, the system was reinitialized and 
consistent performance was observed 
throughout the remainder of the flight. 

Errors in TDA are near zero through­
out the flight. Errors in TDB of about 
-6 11 seconds were observed at Nome. The 
error at Nome is consistent with propa­
gation model error in the Narrow Cape 
signal as it travels over land.and moun­
tains north of Kodiak. The system appears 
to function well even into the Anchorage 
area on this flight. 

The flight of 9-10 consisted of a 
direct flight from Anchorage to Bethel, 
the Bethel Spur segment and return from 
Bethel to Anchorage. During the Bethel 
Spur segment photographic data was ob­
tained. On this flight the system was 
initialized in the Anchorage area and 
allowed to operate without operator in­
tervention from Anchorage to Bethel. 
The system indicated that it was operat­
ing properly, but large errors are shown 
in both TDA and rill3 throughout the segment . 
. l\.pparently the system, once locked on to 
a signal, did not attempt to verify if it 
was locked on to the correct signal. 
This observation strongly suggests that 
the system should be checked for proper 
operation and reinitialized in known, 

good signal areas. 

The limited amount of TD error data 
obtained on this flight indicates that 
the error in TDB was about 10 11 seconds 
greater than that obtained in previous 
flights at Bethel and Aniak. This is 
shown in Table 2. At Aniak the error 
is about +6.4 microseconds instead of 
-3.2 to -3.6 as measured on flights 
9-04, 9-07 and 9-09. At Bethel the 
error, based on only 4 points, is +4. 2 11 
seconds instead of the -5.0 to -5.6 11 
seconds, which was measured on other 
days. This difference strongly suggests 
a receiver cycle jump in the secondary 
signal from Narrow Cape. 

Propagation model errors, where they 
could be separated from cycle errors, 
were quite consistent with expected 
performance. The TDL-711 propagation 
model uses a faster propagation velocity 
than that predicted by theoretical 
means. It is especially true in the 
case of signals which propagate over 
mountainous terrain of poor conductivity, 
such as the areas west of Fairbanks, 
Anchorage and Kodiak. These mountains, 
some of which are the most rugged in 
North America, appear to have a signif­
icant slowing effect on the propagation 
velocity of the 100 KHz Loran-C signal. 

The apparent cycle slip and cycle 
jump problems experienced during the 
test could arise from a number of 
possible sources. Included among these 
are: 

I Poor signal to noise ratio 
I Interference from other radio 

systems 
I Multipath distortions to the 

i3:1 

signal 

It is quite possible that all three 
problems exist in the Anchorage area. 
Indttstrial noise from electrical ma­
chinery coupled with the great distance 
(900 nm) between the St. Paul Island 
master station could cause low signal 
to noice ratio problems. In addition, 
three AM broadcast stations in Anchorage 
are separated by 100 KHz: 

KEN! - 550 KHz - 5 KW (daytime) 

KYAK - 650 KHz - 50 KW (daytime) 

KFQD - 750 KHZ - 50 KW (daytime) 

Although the receiver has high out-of­
band rejection, it is possible for some 
energy from these frequencies to be 
present in the receiver front-end and 
cause synchronous interference at 100 Kiiz 

The rugged mountains in the test 
area create the likelihood of multi­
path distortion of the Loran-C pulse. 
This type of distortion could create 
difficulties in identifying and track-



ing the third cycle zero crossing which 
is generally used by Loran-C receiver 
designers for phase tracking. 

The widespread occurrence of cycle 
tracking problems throughout the test 
area tends to enforce the multipath 
theory. However, the amount and charac­
ter of the recorded data are not suf­
ficient to confirm or deny any of the 
three listed problem sources nor to rule 
out other possible sources of problems. 

Of major concern are 1 arge numbers ;0f 
cycle tracking problems observed in 
these tests. These errors pr.oduce large 
position errors as shown in Table 2 
under the northing and easting error 
columns. The TDL-711 system is in­
capable of detecting these cycle track­
ing problems at the present time and 
therefore provides no warning to the 
pilot. 

A statistical combination of the time 
difference and position errors for four 
cities in good coverage areas are shown 
in Table 3. These data show generally 
good position accuracy capability in­
spite of the occasional occurrences of 
cycle slip. 

Table 3 Statistical Combination 

µS 

LOCATION # PTS TDA 

x a 

King Salmon 287 - 3. 62 .92 

Bethel 308 -1. 72 1. 07 

A.niak 242 - .81 .61 
Nome 514 1. 72 4.53 

PILOT PERFORMANCE 

of 

During the transition flights to and 
from Alaska and the test in Alaska, a 
linear CDI scale factor of ±1.28 nm full 
scale was used. Through use of the 
observers notes, the portions of the 
flight that Loran-C was being used for 
guidance were identified. These times 
were coupled with times when both Loran-C 
and DME position data w~re valid. 
Statistical aggregation of the flight 
technical error data for these times 
are presented for flights 9-04. 9-06. 
9-07 and 9-09 in Table 4. 

The data from flight 9-10 are essen­
tially similar to those obtained on the 
first four days. However, because of 
the unavailability of DME positioning 
data during most of the flight, the data 
was not included in the statistical 
processing. 

The flights often encountered high winds 

and moderate turbulence. In spite of 
these conditions, the data shows that 
FTE is considerably smaller than the 
2.0 nm value contained in Advisory 
Circular 90-45A for enroute performance. 
The 95% level (2a) for FTE as determined 
by the test data was 0. 35 nm. This is 
approximately one-sixth of the value 
used in the advisory circular. 

Table 4 Flight Technical Error 

FLIGHT NUMBER OF 
DATE POINTS 

9-04-82 582 

9-06-82 578 
9-07-82 249 

9-09-82 872 

TOTAL 2281 

STD 
MEAN DEVIATION 

+. 0 36 .103 
+.033 .160 
- . 0 74 .193 
- . 00 5 . 20 5 

+.007 .175 

PHOTOGRAPHIC DATA 

Table 5 summarizes the results of 
the Alaska Loran-C data collected with 
the photographic data collection system 

Time Difference and Position Errors 

µS NM NM 
TDB LIN LIE 

x a x a x a 

-3.37 .46 - . 4 3 .15 - . 3 7 .06 

-5.21 1.19 -.10 .09 - . 50 .12 

-1. 79 3.81 -.06 .06 - .19 .40 

-1. 34 4.80 .21 .64 -.22 .62 

on the Bethel Spur Route. Table 5 
shows in the northing error case that 
the calculated mean is -.197 nm and 
the one-sigma value is .126 nm. The 
results for the easting errors were a 
total mean value of .436 nm and a one­
sigma value of . 067 nm. The error sta­
tistics in Table 5 show that the cal­
culated mean is .145 nm and the one­
sigma value is .408 nm, for the cross­
track case. In the along track direc­
tion the calculated mean was -.019 nm 
and a one-sigma of .285 nm. 

Table 5 Bethel Spur Route Statistics 

N E XTK ATK 
ERROR ERROR ERROR ERROR 

x -.197 .436 .145 -.019 

a .126 .067 .408 .285 

Points 12 12 12 12 
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The values indicated in Table 5 sup­
port the fact that the TDL-711 system 
performs very accurately in the Bethel 
area. The table reflects data collected 
at six different locations where each 
location was flown twice, therefore, 
demonstrating the repeatable accuracy 
of the system in good coverage areas. 

Comparison of the photo data with the 
DME positioning data for Bethel on the 
same day shows excellent agreement. The 
DME system produced northing and easting 
errors of - . 369 and+ .427 nm, respectively. 
These values agree very well with the 
northing errors of -.352 and 0.325 nm, 
and fall inbetween the easting errors 
of .489 and .329 nm. 

OVERALL SYSTEM PERFORMANCE 

Overall, the performance of the navi­
gator during the Alaska flights was 
quite variable. The performance in the 
Anchorage and Fairbanks areas, at the 
present time, is not acceptable for IPR 
navigation. Performance in areas west 
of the mountainous portions of the test 
area around King Salmon, Bethel, Aniak 
and Nome was sufficient to meet Advisory 
Circular 90-45A standards for RNAV en­
route accuracy. 

Statistical processing of the data 
was performed to produce total system 
alongtrack (TSAT) errors and total system 
crosstrack (TSCT) errors. These data 
are shown in Table 6. 

Table 6 Total 

FLIGHT ERROR II PTS MEAN 
DATE TYPE (X) 

9-04 TSAT 582 -.245 
TSCT 582 . 359 

9-06 TSAT 5 78 -.428 
TSCT 578 .226 

9-07 TSAT 249 -.194 
TSCT 249 .268 

9-09 TSAT 872 -.229 
TSCT 872 .013 

TOTAL TSAT 2281 -.280 
TSCT 2281 .183 

/NOTE/ TSAT = Total System 
TSCT Total System 

The data shows that TSCT was within 
the 2.5 nm enroute criteria throughout 
the test program. TSAT does exceed the 
1.5 nm criteria in some instances on 
flight 9-06. However, the aggregation 
of alongtrack error over the total test 
program stays within the 1.5 nm limit as 
shown in Table 6. 

The data shows that TSCT was within 
the 2.5 nm enroute criteria throughout 

the test program. TSAT does exceed the 
1.5 nm criteria in some instances on 
flight 9-06. However, the aggregation 
of alongtrack error over the total test 
program stays within the +1.5 nm limit 
as shown in Table 6. 

CONCLUSIONS/RECOMMENDATIONS 

Total system errors (TSAT and 
(TSCT) were measured during the Alaska 
test at times when: 

- Loran-C was used for guidance 
- DME position data was available 
- The Loran-C system was functional 

These errors met Advisory Circular 90-
45A criteria at these times. 

Flight technical errors of 0.35 
nm (2cr) were measured during the test. 

The TDL-711 system performed 
very poorly within at least a 60 nm 
radius of Anchorage. Position errors 
in excess of 15 nm were not uncommon. 
System accuracy in the Fairbanks area 
was also very poor. 

One of the most important prob­
lems encountered is that the system can 
be locked onto, and track, an erroneous 
signal and calculate erroneous guidance 
with no indication to the operator that 
it has done so. 

The major source of errors in the 

System Errors 

STD DEV MEAN MEAN 
(a) +2a - 2 a 

.241 .237 - .727 

. 34 7 1. 053 - .355 

.889 1.350 -2.206 

.428 1. 082 - .630 

.129 .064 - .452 

.287 .842 - .306 

.441 .653 -1.111 

.457 .927 - .901 

.546 .812 -1.372 

. 431 1. 045 - .679 

Alongtrack Error 
Cross track Error 

Alaska flights is time difference error. 
This error is translated into position 
and guidance error through the coordinate 
conversion process. The most probable 
cause of the time difference error is 
cycle slip or cycle jump where the re­
ceiver tracks the wrong cycle of the 
Loran-C signal. Apparent cycle slips 
of up to 70µ seconds were observed. Cycle 
slips on the order of 10 to 40µ seconds 
were not uncommon in the Anchorage and 
Fairbanks area. 
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A second probable source of time 
difference error observed during the 
test is propagation modeling error. 
This error was most apparent when oper­
ating near Nome and Kodiak. At these 
locations the modeling error approached 
-5 to -6 microseconds. This produced 
position errors on the order of 0.9 nm 
at these locations. 

The conversion process from time 
difference coordinates, to position co­
ordinates, to guidance coordinates, pro­
duces negligable system errors. 

The TDL-711 was easy to operate 
and imposed no undue burden on the 
flight crew. 

The TDL-711 met or exceeded the 
accuracy requirements of Advisory 
Circular 90-45A in the areas around 
Nome, Bethel, Aniak and King Salmon. 
It is recommended that STC certification 
be granted in an area bounded by the 156°W 
meridian, the 168°W meridian, the 58°N 
parallel and by the 65°N parallel. 

Operation of the system in IFR 
en route conditions should be subject to 
the following conditions: 

- The system should be initialized 
(either in the air or on the ground) 
in known areas of good signal 
coverage. 

- The performance of the system must 
be checked through an approved 
position check prior to commencing 
IFR navigation. Position check 
procedures include: 

- navigation station passage 
(VOR or NDB) 

- position check utilizing two 
VOR stations 

- position check utilizing VOR/DME 

The sys tern should meet ±1. 5 nm accuracy 
criteria in crosstrack and alongtrack 
directions. 
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THE FUTURE OF LORAN-C IN EUROPE 

CDR Roger W. Hassard 
USCG Activities, Europe 

Box 50 
7 North Audley Street 

London WlY lWJ 
England 

Present Loran-C operations in Europe are under the control of the U.S. Coast Guard 
which exercises regional and chain manager functions from its office in London. The 
system is there to meet precise navigation requirements of the Department of Defense 
(DOD) but, as in the U.S. and Canada, it has seen rapidly increasing use by commercial 
interests over the past decade. Now that the first non-U.S. chain for northern Europe 
is being developed, interest in the system seems to be increasing. As fate would have 
it, DOD requirements for the system are simultaneously decreasing and U.S. funding (and 
USCG presence in Europe) will undoubtedly end in the 1990s. Since interest has been 
expressed in a unified radionavigation system for Europe, a logical option, either as a 
long term solution or as a transitional system, is Loran-C. The existing system and 
plans for its improvement are discussed. Also presented are some reconfigurations 
which would provide coverage for commercially important areas. A major challenge 
awaits those who will ~ttempt to co-ordinate the funding and operation of such a 
multi-national system. Planning for it would need to start soon. 

PRESENT SITUATION 

The North Atlantic (7930), Norwegian Sea 
(7970) and Mediterranean Sea (7990) Loran-C 
chains are under the operational control of 
U.S. Coast Guard Activities, Europe with 
Regional and Chain Manager functions. Other 
radionavigational services in the area and in 
the same spectral region are the U.S. Air 
Force Loran-D chain in West Germany and the 
Netherlands, the western Loran-C chain of the 
Soviet Union, and a mini-chain at the Suez 
Canal, as well as numerous Pulse-8 and Decca 
chains. Saudi Arabia and France are each in 
the process of constructing Loran-C chains. 
This paper concentrates on northern Europe and 
thus does not consider the Mediterranean and 
Middle East regions. 

The present day configuration of the North 
Atlantic and Norwegian Sea Chains is shown in 
Figure l. In mid-1984, when the new Canadian 
station at Fox Harbor becomes operational, the 
North Atlantic Chain will be reconfigured as 
shown in Figure 2 and its GRI will be changed 
to 9980 (the present 7930 rate will be 
assigned to the Labrador Sea Chain). 

A major change is presently being made in 
the monitoring and control arrangements for 
our two northern chains. We have already 
completed an equipment replacement project at 
the Keflavik, Iceland monitor station. The 
faithful but archaic AN/FPN-46 timers were 
turned off in July 1982 and the modern Primary 
Control Monitoring System (PCMS), based on the 
Austron 5000 receiver, is now doing the job. 
This new equipment will also allow Keflavik to 
monitor and control two legs of the Norwegian 
Sea Chain (Sandur and Jan Mayen) while 
simultaneously handling the North Atlantic 
Chain. 
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Modern technology is also catching up with 
our Shetland Islands monitor station. We are 
currently engaged in a project which will 
result in 'unmanning' of the station by l 
October 1983. Here also the AN/FPN-46's will 
be replaced by PCMS. In this case, however, 
all of the receiver data will be transmitted 
in real time to Keflavik which will be the 
control station for both chains. A secondary 
monitor for the entire Norwegian Sea chain 
will be at LORSTA Ejde in the Faeroe Islands. 
This secondary data will al so be transmitted 
to Keflavik. Table I summarizes the monitor 
and control plan. 

Another operational European chain, the 
USAF operated Loran-D system, is shown in 
Figure 3. The government of the Netherlands 
is presently voicing interest in commercial 
use of this system as the result of recent 
tests conducted with standard Loran-C 
receivers along their coast. At present the 
chain is operated for a very limited set of 
users and is frequently off-air, making 
commercial use doubtful. 

Finally, the French government is in the 
process of establishing a two station 
(rho-rho) chain as shown in Figure 4. This 
cha i o is planned to become ope rat i ona·1 on 
GRI 8940 in June 1985. As will be shown, 
numerous possibilities exist for expansion of 
this chain into a multi-station hyperbolic 
system. Initially, however, it will simply 
provide rho-rho coverage for the Bay of Biscay 
and precise time data. The monitor, loci!ted 
at Brest, will synchronize the system with UT 
via a television or similar link to the Paris 
Observatory. 

Even with all these government operated 
systems, major bodies of water in Europe are 



TABLE I 

MONITOR AND CONTROL PLAN SUMMARY 
Present North Atlantic and Norwegian Sea Loran-C Chains 

7930 7970 

M-X I M-Y M-Z M-W I M-X 

I 
M-Y I M-Z ANGISSGQ ANGISSOQ ANGISSOO- EJDE- EJDE- EJDE- EJDE-

-EJDE -SANDUR CAPE RACE SYLT B0 SAN DUR JAN ~!AYEN 
PRIMARY KEFLAVIK (PCMS-1) ST ANTHONY SHETLANDS (AN/ FPN-4 6) MONITOR (PCMS-1) 
SECONDARY KEFLAVIK (PCMS- 2) ST ANTHONY NONE (DELTA CONTROL) MONITOR (PCMS-2) 
CONTROL KEFLAVIK ST ANTHONY SHETLANDS 

Planned North Atlantic and Norwegian Sea Loran-C Chains 

9980 7970 

M-W 

I 
M-X M-W 

I 
M-X M-Y 

I 
,,1-Z 

SANDUR- SANDUR- EJDE- EJDE- EJDE- EJDE-
ANGISSOQ EJDE SYLT B0 SAN DUR JAN MAYEN 

PRIMARY KEFLAYIK (PCMS-1) SHETLANDS" ll.EJ:<LAV lll." 
MONITOR (PCMS) (PCMS-1) 
SECONDARY KEFLAV!K (PCMS-2) EJDE" KEFLAVIK" 
MONITOR (PCMS) (PCMS-2) 
CONTROL KEFLAVIK KEFLAVIK 

* To be confirmed by operational tests in 1983 

not adequately covered for commercial use. 
Much of the North Sea and a 11 of the heavily 
travelled English Channel remain outside the 
good coverage areas for these systems. 
However, commercial systems have filled many 
of these voids in order to provide accurate 
position fixing for the oil exploration 
industry. Figures 5 and 6 show the Pulse-8 
and Decca chains operating in the region. 

FORECAST 

The Federal Radionavigation Plan (FRP) of 
March 1982 states that the Navy has a 
continuing requirement for these chains 
through 1992. Meanwhile, DOD and DOT are 
continuing to work towards a 1983 "preliminary 
recommendation on the future navigation system 
mix" and, in 1986 a "national decision on 
selection of navigation systems of the 
future". The only dee is ion which is of 
importance to the European Loran-C system, 
however, is that of DOD and it will be 
dictated almost exclusively by implementation 
of GPS. 

If GPS becomes operational in the late 
1980s and sufficient numbers of adequate 
receivers are available in the field in the 
early 1990s, it is a safe bet that DOD will 
eliminate all of their Loran-C requirements. 
As a result, the Coast Guard will immediately 
turn off transmissions and dispose of the 
stations and their equipment 

What happens to the European Loran-C user 
when these stations are turned off? What are 
the alternatives? 

GPS: This is viewed as a purely U.S. military 
system. European users do not want to be so 
closely tied to the whims of the Pentagon. 
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Furthermore, the initial accuracy to be 
provided to the civil users will be comparable 
to Loran-C predictable accuracy and not nearly 
as good as Loran-C repeatable accuracy. 
Receiver costs and user charges are also valid 
concerns. 

PULSE-8: Basically a low-power, commercial 
version of Loran-C widely available in the 
region. Many additional stations would be 
required to cover the English Channel , the 
Skagerrak, the Irish Sea and Norwegian, 
Icelandic and Faeroese waters. It is highly 
unlikely that large areas of the Norwegian Sea 
and North Atlantic, presently covered by 
Loran-C, could be accommodated. User charges 
would be necessary to support the commercial 
operation and continued operation would be a 
corporate policy decision. 

DECCA: Also a commercial system which is 
wrcreTy available in the region, but with more 
limited range than either Loran-C or Pulse-8 
because of skywave degradation. 

TRANSIT: This satellite system, also called 
NAVSAT, is planned to be phased out in the 
early 1990s in favor of GPS. 

OMEGA: Accuracy is much less than Loran-C. 
Although its future is uncertain, its 
international status will probably ensure its 
presence into the 2000s. 

Short of developing their own independent 
system, retention of high accuracy position 
fixing capability after Loran-C will require 
European users to depend on GPS or on 
commercial systems with restricted coverage. 

An additional possibility does exist, in 
the continued operation of Loran-C by some 
non-U.S. entity. The major problem to be 



resolved would be funding the 
operation. Navigation. interests 
various European nations would 
extensive co-ordination. 

continued 
of the 
require 

The remainder of this paper deals with 
possible Loran-C chain configurations for 
Europe and with some of the plans currently 
under consideration by various European 
governments. 

FUTURE POSSIBILITIES 

On 8 June 1982 the government of the 
Netherlands hosted a meeting at Urk concerning 
the possibilities of using Loran-C and Loran-D 
in the southern portion of the North Sea. 
The meeting was he 1 d at the request of the 
Dutch Federation of Fishermen Association 
which had expressed concern over poor coverage 
in the area from existing systems. 
Representatives from both civilian and 
military agencies of the Dutch government as 
well as from the USCG, USN and USAF attended. 
Among the possibilities raised by the Dutch 
was a low power secondary station in Belgium. 
This station could be used on either the 
Norwegian Sea or the Loran-D chains; either of 
these approaches would improve the coverage 
provided, but both are far from optimal 
solutions and treat only one of many areas 
where coverage for commercial usage would be 
needed. Figures 7 and 8 show the approximate 
coverage areas which would be added by the 
Dutch recommendations. The additional station 
would be funded by the Netherlands. 

If the Loran-D chain were to be made 
available for commercial use, a better 
solution would be to add the French station at 
Lessay or the former Loran-D station at 
Wycombe, England, as shown in Figure 9. To 
a chi eve the coverage shown, the Loran-D 
stations' output power would need to be 
increased. The stations are presently 
transmitting 35 kW in Loran-D format. Because 
of the way we define output power, Loran-C 
users also 'see' 35 kW transmitters even 
though they are using only half the radiated 
signals. 

Disregarding the Loran-D chain, which 
should be considered solely as a U.S. military 
asset within Europe, Figure 10 presents a 
Loran-C chain which would provide complete 
coverage of the North Sea, the entire United 
Kingdom and Ireland.* This chain would 
require dual rating of the French station at 
Lessay and construction of a new station in 
the vicinity of Bergen, Norway. The French 
have already voiced a willingness to tie their 
new stations into other European Loran-C 
chains and their transmitting equipment, 
initially to operate at 250 kW, will be 
capable of expansion to 500 kW dual rate 
operation. The Bergen, Norway station has 
been under consideration by Norway for a 
number of years (albeit for a different chain 
configuration) and is presently included 
within a document prepared by the Norwegian 

Board of Navigation and now under review by 
their Department of Communications 
(Samferdseldepartementet). 

An improvement to the North Sea Chain of 
Figure 10 can be obtained by inclusion of the 
most westerly station of the Soviet Union's 
western chain. This would improve coverage 
between Denmark and Sweden by eliminating the 
base line extension problem seen in Figure 10. 
It would also provide improved coverage for 
the Baltic Sea. The improved chain is shown 
in Figure 11. Although no contact has been 
made with the Soviet Union in this matter, it 
should be noted that they have previously 
called for joint chain operations and in fact 
proposed dual rate operations between their 
eastern chain and our North-West Pacific Chain 
in 1980. 
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An alternative to the North Sea Chain of 
Figure 10 is an expansion of the French chain 
as shown in Figure 12. This is under 
consideration by the French and involves one 
new station in southern Ireland. Coverage 
quality in the North Sea would not be as great 
as that of the chain in Figure 10 due to 
significant overland propagation from the 
I re 1 and secondary. In addition to the 
expanded chain shown, the French have 
considered more secondaries in northwestern 
Spain and in the Azores! 

Further to the North, interest in Loran-C 
navigation exists for the Norwegian coast, 
including offshore oil fields, the Faeroe 
Islands and Iceland. If Loran-C is to be a 
viable navigation system for shipping in 
U.S./Canadian waters and the major ports of 
northern Europe, it would also be reasonable 
to maintain coverage between the Labrador Sea 
Chain and mainland Europe. 

The easiest problem to resolve is that of 
Icelandic coverage. After all, there are very 
few land masses available and those where 
stations already exist would seem to be best, 
with just one change. To provide complete 
coverage of Icelandic waters with a single 
chain would involve addition of Jan Mayen to 
the reconfigured North Atlantic Chain as shown 
in Figure 13. This change has been 
recommended by Iceland in the past and is 
included in recent correspondence from Norway. 

The Norwegian coverage presents the most 
interesting problems. Poor ground 
conductivity, severe terrain and winter snow 
conditions combine to make overland 
propagation paths a major problem. Recent 
tests with Coast Guard monitoring equipment at 
a number of sites in the vicinity of Bergen 
confirmed that there is no mainland Norway 

* The coverage diagrams provided show o~ly the 
30° crossing angle limitation, being a 
physical limitation due to st~tion locat~ons. 
SNR 1 imitations are a function of radiated 
power which is not considered in this paper. 



location where both Sylt and B6 can be 
reliably monitored. Fortunately, there are 
off shore isl and groups which can simplify the 
problem. 

As mentioned earlier, Norwegian interest in 
a station near Bergen is not for a North Sea 
Chain as previously discussed and shown in 
Figure 10, but for improved coverage of 
Norwegian coastal waters as shown in Figure 
14. Note that each of these proposed chains 
includes a Bergen to Sylt leg, so there is 
certainly hope for a combined solution. 

Norway has al so been interested in. coverage 
of the far northern waters and the chain shown 
in Figure 15 would extend coverage all the way 
to the Barents Sea. Because of the limited 
areas where coverage is considered important 
(oil fields), it is probable that coverage in 
this area will be provided by 'mini-chains'. 
Another complicating factor is that Bear 
Island (Bj9lrn9lya), shown as~the master station 
of the chain, comes under the Svalbard Treaty 
of 1925 between Norway and numerous other 
governments. An additional complication of 
the chain shown (which is not one proposed by 
Norway) is that it requires dual rating of Jan 
Mayen and B91. Tests on the AN/FPN-39 
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transmitters at these stations indicate that 
dual rating would noticeably reduce the 
service life of these equipments. 

CONSOLIDATION 

The final two figures, 16 and 17, show two 
ways of fittin~ the various chains together. 

It appears feasible on paper, but there is 
no way that this can come to pass without a 
strong commitment by all those nations which 
would benefit from the coverage provided. 
Iceland, for example, with fewer than 300,000 
people, could never afford to operate and 
maintain the four stations required for 
coverage of her waters. But those waters are 
prime fishing grounds for many other European 
nations. Furthermore, the U.K., Holland, 
Belgium, Sweden and other nations would 
benefit but might be reluctant to share costs 
as none of the facilities would be located on 
their lands. 

If anyone is interested in European Loran-C 
coverage after the U.S. pulls out, now is the 
time to start taking action. 
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Figure 3: USAFE Loran-D Chain 

Figure 5: Pulse-8 Chains 
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Figure 7: Low-power Belgian station 
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Figure 14: A Plan for Improved 
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ABSTRACT 

A SEMI-EMPIRICAL METHOD FOR LORAN 
GRID CALIBRATION/PREDICTION 

William F. O'Halloran and Krishnan Natarajan 
JAYCOR 

300 Unicorn Park Drive 
Woburn, MA 01801 

This paper describes a semi-empirical method for calibrating and predicting 
Loran time differences (TDs). This method uses theoretical results to 
establish the form of correction polynomials, which are used to model 
secondary phase corrections. Actual Loran TD measurements are then used to 
calculate coefficient values for the correction polynomials. The correction 
po lynomi a 1 s can then be used to both ca 1 i brate and predict the Loran TD 
grid. A Grid Data Management System (GDMS) software package has been 
developed to implement the semi-empirical model and has been delivered to 
the Defense Mapping Agency (OMA) to support USAF tactical Loran operations. 

The semi-empirical method employs a separate correction polynomial for each 
transmitter. Each separate correction polynomial is in turn composed of 
altitude, range, and bearing-dependent correction polynomials. The 
structure of each correction polynomial is chosen based on theoretical 
propagation results. A recursive Kalman filter is then used to incorporate 
actual measurements into the correction polynomials. The initial polynomial 
coefficients and their uncertainties are also chosen based on theoretical 
propagation results. 

In tests using actual Loran data, the validity of the semi-empirical concept 
has been demonstrated. Both ca 1 i brati on and prediction results were 
obtained. The calibration process refers to estimating TDs for a region 
using measurement data in that region. The prediction process refers to 
estimating TDs for a region using measurement data from a different 
geographic region. Calibration accuracies of 230 ft (CEP) have been 
achieved for a 10,000 square mile area. A prediction accuracy of 440 ft 
(CEP) was also achieved for a 10,000 square mile area. 

BACKGROUND 

To support precise tactical air operations using the AN/ARN-101 Loran 
navigator, stringent navigation accuracy requirements must be met. The Air 
Force has a need to improve the accuracy of the AN/ARN-101 in denied areas 
in order to meet these tactical requirements. 

The major source of navigation errors in the AN/ARN-101 is warpage of the 
Loran grid due to propagation errors. Improved Loran accuracy can be 
obtained by compensating for grid warpage. Traditionally, grid warpage 
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effects have been compensated using one of two methods: theoretical 
prediction techniques or purely empirical techniques. This paper examines 
the successful application of a semi-empirical hybrid technique for grid 
prediction which combines the best features of the traditional theoretical 
prediction and empirical methods. Using this methodology, JAYCOR has 
developed a Loran Grid Data Management System ( GDMS) for use with the 
AN/ARN-101. GDMS has been successfully validated using existing data from 
Eglin AFB (Southeast U.S. Loran-C Chain) and South Korea (Commando Lion 
Chain). This software, which has been delivered to the Defense Mapping 
Agency, generates synthetic input measurements for the existing WARP program 
providing a powerful tool for the Air Force to predict accurate Loran grids 
into denied areas. 

BASIS FOR SEMI-EMPIRICAL MODEL 

Theoretical Loran prediction models are based on solving the fundamental 
equations for propagation of the 100 kHz ground wave signal. To obtain 
accurate predictions requires a significant amount of geological and 
topographical terrain data in the vicinity of the propagation paths. The 
data required are extensive and often difficult to obtain, particularly for 
denied areas. Prediction of the Loran propagation errors at a given 
geographic point requires the solution of a complex integral equation 
subject to the appropriate ground impedance and topographic boundary 
conditions. The software to accomplish this task is sophisticated and is 
computationally expensive and time consuming. Furthermore, the theoretical 
prediction results can often be significantly in error if sufficiently 
precise input data are not available. 

At the other extreme of prediction methods are the purely empirical 
techniques. This method requires collection of a large amount of Loran time 
difference (TD) data over the region of interest. Empirical methods involve 
adjusting the Loran grid to fit the data in order to minimize the statistics 
of the residual errors, without regard to the underlying propagation 
phenomena. While this approach can work well in minimizing errors within 
the data collection region, the results cannot be used to accurately predict 
TDs outside the existing data set. The empirical approach is therefore not 
well suited to meeting the Air Force need of predicting TDs into denied 
areas. 

The semi-empirical approach, which has been incorporated into the GDMS, 
overcomes the major drawbacks of both methods described above. Based on 
known characteristics of Loran ground wave propagation, a s impl ifi ed 
polynomial grid warpage model is postulated which captures the major 
underlying propagation anomaly effects over the entire chain coverage area. 
This model is initialized with nominal a-priori parameters with associated 
uncertainty bounds which depend on the gross features of the propagation 
paths of interest. A limited number of real-world observations are then 
used to calibrate the coefficients of the model. Finally, the calibrated 
model is used to predict TDs in other regions of interest (e.g., denied 
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areas). The major advantages of this semi-empirical approach can be 
summarized as follows: 

1 Limited number of measurements necessary 

1 Takes advantage of knowledge of Loran propagation 

1 Ability to accurately predict TDs in areas outside 
measurement region 

1 Accuracy superior to theoretical or empirical methods 
alone 

1 Not computationally cumbersome 

1 Requires strqightforward software (simple Kalman filter) 

The next section describes the GDMS model in more detail. 

SEMI-EMPIRICAL MODEL DESCRIPTION 

Consider a Loran time difference (TD) as measured by the receiver between 
the master station (M) and a secondary (S): 

TD = ~ S - Tf~ + CD + BL ( 1 ) 

where 

TS = Transmission time from Secondary to user 

TM = Transmission time from Master to user 

CD Coding Delay 

BL = Baseline length between Master and Secondary 

Due to propagation uncertainties, the actual transmission time, T, for each 
station will in general be different from the nominal transmission time, T: 

T = T + 1jJ (2) 

where Tis computed based on an a-priori smooth, homogeneous earth model, 
and 1jJ is the secondary phase factor. 
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The semi-empirical model provides an estimate of w based on a polynomial fit 
to the theoretical Loran propagation behavior. Define A as the estimate of 
$. The semi-empirical model has the form: w 

A 

w = A(h,d) + C(d) + F(d,b) (3) 

where 

A(h,d) Altitude correction polynomial 

C(d) = Distance correction polynomial 

F(d,h) = Bearing correction polynomial 

h = altitude 

d = range from transmitter to receiver 

b = bearing difference from a reference 
point to the receiver location 

The basic forms of these polynomials can be constructed from known 
propagation theory results. Figure 1, taken from Reference 1, illustrates 
typical curves of secondary phase correction versus distance for a specific 
value of ground impedance and a range of values in vertical lapse rate. 
Figure 2, taken from Reference 2, illustrates the form of the altitude 
effect at a given distance and a range of conductivities. Note that the 
shapes of these curves are easily fit by polynomial forms. This fact and 
the fact that a polynomial model is extremely simple are the primary reasons 
why polynomial forms were selected as the basis of the semi-empirical model. 

Based on these curves and other theoretical results, the polynomials in 
Equation 3 have been chose to have the forms: 

A(h,d) 
= ~o <~h 

C(d) 
co 

c1 + c2d + c d2 = - + 
d 3 

F(d,b) = (F 0b + FI b 
2
) d 
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(4) 

(5) 

(6) 
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This model provides for eight coefficients to be specified for each station. 
Thus, for a given three-station Loran triad, a total of 24 model 
coefficients may be estimated. 

The GDMS program employs a recursive Kalman filter formulation for 
estimating the coefficients of the semi-empirical model. Since the 
coefficients are modeled as unknown constants, the Kalman filter is quite 
straightforward to implement. The flexibility of the recursive formulation 
facilitates incorporation of additional data, if available, to refine 
previous coefficient estimates. 

The state vector is given by 

x = ~l (7) 

~2 

where~ represents the vector of eight coefficients for the master station, 
and x, x represent the eight coefficients for secondaries 1 and 2, 
respettiv~ly. Since the coefficients are constant, the dynamics are 
represented simply by 

x = 0 (8) 

Measurement data at selected survey points within the calibration region are 
used to provide estimates of the model coefficients. At each survey point, 
two TD measurements, z, are obtained based on the difference between the 
measured and computed TDs: 

"V 

z=TD-TD (9) 

"' where TD is the measured value and TD is computed based on the a-priori 
smooth, homogeneous earth model. Each measurement is a linear combination 
of the state of polynomial coefficients and can be expressed in the form 

z = Hx + v ( 10) 
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where v is measurement noise. The model assumes a fixed measurement noise 
standard deviation of 0.1 µsec. For TD1, H has the form 

(11) 

where HM and H1 are the partial measurement matrices for the master station 
and secondary 1, respectively. At the same location, the measurement matrix 
for the TD2 error is correspondingly given by 

(12) 

To complete the specification of the model, it is necessary to provide the 
filter with initial state estimates and an initial covariance matrix 
representing the uncertainties in the initial estimates. This is a crucial 
aspect of the semi-empirical method, since it determines the degree of 
weighting between initial estimated values and the measurement data. 
Experience with the semi-empirical model has shown that improved prediction 
performance can be obtained by providing educated initial coefficient and 
covariance estimates based on the overall characteristics of the calibration 
and prediction regions of interest. 

The GDMS program incorporates a semi-automatic model initialization module 
based on default values and user prompts. For each transmitter, the user 
may input information on path type (e.g., sea water, good soil, poor soil), 
path mix, and geometry (e.g., no near-field data). The program then assigns 
initial coefficient estimates and uncertainties based on theoretical 
propagation results and past experience. 

RESULTS 

The utility of the GDMS model was validated using existing data from Eglin 
AFB. Two sets of data were available, as illustrated in Figure 3. Each 
data set consisted of TD/Latitude-Longitude pairs on a 5 nm spaced grid. 
The total data set included about 500 points. 

To establish a baseline for the uncorrected Loran geodetic accuracy, all of 
the data points in Area II shown in Figure 3 were evaluated using the 
nominal smooth, homogeneous earth model. The errors between the computed 
Loran latitude/longitude and the reference values were calculated. 
Histograms of radial error were then computed and converted into a 
cumulative error profile. The circular error probable (CEP) was taken to be 
the 50th percentile of the cumulative radial error curve. The resulting CEP 
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Figure 3. Eglin Air Force Base Test Area 



for the uncorrected Loran solutions for this case was determined to be 
1627 ft. 

Calibration tests were then carried out using the data from Area II. Here, 
all the data points were input to the GDMS model to determine the 
coefficients of the semi-empirical secondary phase polynomial model. The 
calibration accuracy represents the consistency of the resulting calibrated 
model when used to predict results within the same area used to calibrate 
the model. Using the calibrated model to predict latitude/longitude at all 
the data points within Area II resulted in a CEP of 228 ft. This result 
represents the lower bound on achievable GDMS performance within this 10,000 
square mile area. 

The most interesting question to answer is how well the GDMS can be used to 
predict to evaluation areas outside the calibration data set. For this 
case, approximately 100 uniformly distributed data points in the western 
quarter of Area II were used as the calibration data set. This area is 
approximately 50 nm square. The evaluation data set consisted of the 
remaining data points in the eastern three quarters of Area II as well as 
all the data points in Area I. The resulting CEP computed for this case was 
436 ft. It is interesting to note that some of the points in the evaluation 
data set were separated by up to 200 nm from some of the points in the 
calibration data set, thus verifying the ability of the GDMS model to 
accurately predict into denied areas. 

Table 1 summarizes the performance results discussed above. These results 
are representative of the use of the GDMS semi-empirical model for both 
calibration and prediction. Sensitivity analyses have also been conducted 
which show GDMS performance to have minimal sensitivity to the number of 
calibration points used. Results comparable to those in Table 1 have 
obtained with as few as 20 calibration points. It is important, however, to 
provide a reasonable good geographic distribution of calibration points to 
enhance the observability of the individual coefficients in the polynomial 
model. 
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Table 1 

Summary of GDMS Test Results 

Case Calibration Data Set Evaluation Data Set CEP (ft) 
No. 

1 None All of Area II 1627 

--

2 All of Area II All of Area II 228 

3 Western Quarter of A 11 of Area I plus 436 
Area II Eastern Three Qua rte rs 

of Area II 

CONCLUSIONS 

The semi-empirical Loran prediction method has been successfully implemented 
into a Grid Data Management System (GDMS) software package to be used by the 
Air Force in improving the accuracy of the tactical AN/ARN-101 Loran 
navigation systems. Extensive testing using available TD/Lat-Lon pairs of 
data points has successfully validated the semi-empirical polynomial model 
approach to within Air Force accuracy objectives. These results have 
demonstrated that accurate prediction into denied areas in possible using a 
limited amount of calibration data, provided that the data have sufficient 
geographic distribution. The GDMS software is an easy-to-use, event-driven 
package that currently resides on DMA's Honeywell computer. This software 
will provide predicted synthetic input measurements for the existing 
AN/ARN-101 WARP program to enhance tactical Loran accuracy in denied areas. 
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40 PLEASANT STREET 
PORTSMOUTH, NY 03801 

162 

W.H. HAYES 
USCG 
ECCEN 
Wildwood, NJ 08260 

JAMES McCULLOUGH 
WOODS HOLE OCEANOGRAPHIC INST. 
Woods Hole, MA 02543 

DANIEL BLITZ 
SANDERS ASSOCIATES 
P. 0. Box 868 
NASHUA, NH 03061 

MAJOR WILLIAM L. POLHEMUS 
USAF/PAI 
Box 5 
Cambridge, VT 

HATCHER E. CHALKLEY 
TEXAS INSTRUMENTS INC. 
P.O. Box 405 MS 3439 
Lewisville, TX 75067 

HAROLD T. SHERMAN 
ITT AVIONICS 
13239 Nickleson Dr. 
Dale City, VA 22193 

WILLIAM J. BECKER 
TRACOR, INC. 
7714 Signal Hill Road 
Manassas, VA 22111 

MARK LAWRENCE 
ADVANCED NAVIGATION INC. 
621 Lofstrand Lane 
Rockville, MD 20850 

LLOYD HIGGINBOTHAM 
CONSULTANT 
4 Townsend Road 
Acton, MA 01720 

JESSE PIPKIN 
NAVIGATION TECHNOLOGY 
12207 Brookglen Drive 
Saratoga, CA 95070 

ROBERT McKEOWN 
ITT AVIONICS DIV. 
500 Washington Ave. 
Nutley N.J. 



VERNON L. JOHNSON 
ITT AVIONICS 
500 Washington Ave. 
Nutley, N.J. 

EIRIK JAN TORBERGSEN 
Saudi Ports Authority 
Riyadh Saudi Arabia 

GARRY PERCHIK 
ITT AVIONICS 
500 Washington Ave. 
Nut l ey, N. J . 

PETER H. DANA 
1101 Walnut Street 
Georgetown, TX 8762 

DR. MARTIN MANDELBERG 
COAST GUARD R&D CENTER 
Avery Point 
Groton, CT 

JACK L. WALLACE 
NATIONAL OCEAN SURVEY (C35x3) 
6001 Executive Blve. 
Rockville, MD 20852 

CAPT ROBERT S. WESTER 
USAF 
Eglin AFB, FL 32542 

GARY GRAHAM 
TEXAS A&M UNNIVERSITY 
Route 2, Armory 
Angleton, TX 77515 

BOB SCHELLHASE 
U.S. COAST GUARD 
9415 Victoria Dr. 
Upper Marlboro, MD 20772 

EDWIN 0. DANFORD 
DMAHTC 
6500 Broaks Lane 
Brookmount, Washington, D.C. 
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GERF I LO F. SAGE 
NAVIGATION TECH INC. 
2327 Double "0 1 Mine 
Cool, CA 95614 

ERIC SCHENING 
TRANSPORT CANADA 
Telecom/Electronics 
Brig transport Canada Bldg, 
Ottawa, Ontario Kiaon? 

ROBERT M. BOWLES 
U.S. GEOLOGIC SURVEY 
P.O. Box 465 
Falmouth, MA. 02541 

ROCKY T. FUJI NO 
KODEN ELECTRONICS CO. LTD. 
2-10-45, Kamiosaki 
Shinagawa-Ku, Tokyo, JAPAN 

DAVID H. AMOS 
U.S. COAST GUARD 
ESD/OCN-1 
Hanscom AFB, MA 01731 

R. BRENT BURBANK 
KI NG RADIO CO. 
400 N. Rogers Road 
Olathe, KS 66061 

ROBERT E. VO I GT 
USAF 
ESD/OL-AF 
Eglin AFB, FL 32542 

CAPT JOHN C. UITHOL 
U.S. COAST GUARD 
2100 2nd Street S.W. 
Washington, D.C. 

STEPHEN C. HUNG 
U.S. DOT/St. Lawrence Seaway 
Development Corp. 
800 Independence Ave. S.W. 
Washington, D.C. 20591 

DANIEL ANDRUSIAK 
U.S. COAST GUARD 
9083 Andromeda Drive 
Burke, VA 22015 



CAPT. W. KOHL 
U.S. COAST GUARD 
4313 Southwood Drive 
Alexandria, VA 22309 

LCDR ROBERT WEAVER 
USCG EECEN 
Wildwood, NJ 08260 

DAN SLAGLE 
U.S. COAST GUARD 
4341 Granby Road 
Woodbridge, VA 22193 

R.H. ORR 
U.S. COAST GUARD 
14463 Silverdale Drive 
Dale City, VA 22193 

LT LEE GAZLAY 
U.S. COAST GUARD 
2100 2nd Street S.W. 
Washington, D.C. 20593 

GREGORY D. ZIEMER 
U.S. COAST GUARD 
2100 2nd Street S.W. 
Washington, D.C. 20593 

ROBERT H. ERIKSON 
FAA TECH CENTER 
Altantic City Airport, NY 08405 

FRANK CASSIDY 
EPSCO, INC 
67 Everett Street 
South Natick, MA 01760 

WILLIAM O'HALLORAN 
JAYCOR 
300 Unicorn Park Drive 
Woburn, MA 01801 

HERBERT L. BROWN 
I NTERNAV INC. 
66 Cummings Park 
Woburn, MA 01801 

LARRY D. KING 
SYSTEMS CONTROL TECHNOLOGY, INC. 
2326 South Congress Ave. Suite 2A 
West Palm Beach, FL 33406 
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DAV ID C. SCULL 
DOT/RSPA 
2112 Wittington Boulevard 
Aiexandria, VA 22308 

R.E. BURKE, JR., 
U.S. COAST GUARD 
USCG EECEN 
Wildwood, NJ 08260 

R.J. WENZEL 
USCG 
2701 Park Center Drive B-1004 
Alexandria, VA 22302 

BILL THRALL 
USCG 
3413 Austin Court 
Alexandria, VA 22310 

MIKE SELAVKA 
U.S. COAST GUARD 

USCG HEADQUARTERS ( G-NRN-3) 
2100 2nd Street S.W. 
Washington, D.C. 20593 

T.M. DROWN 
U.S. COAST GUARD 
2100 2nd Street S.W. 
Washington, D.C. 20593 

RALPH GEORGE 
GEORGE ASSOCIATES, INC. 
2340 Montgomery Street 

LTJG JOHN A BUDDE 
U.S. COAST GUARD 
HEADQUARTERS (GNRN-3) 
2100 2nd Street S.W. 
Washington D.C. 20953 

JAMES D. KELLY 
TASC 
1 Jacob Way 
Reading, MA 01867 

DOUGLAS H. ALSIP 
U.S. COAST GUARD 
EEC EN 
Wildwood, NJ 08260 

CAPT. JOHN C. FUECHSEL 
NATIONAL OCEAN INDUSTRIES ASSOC 
1050 17th Street N.W.Suite 700 . 
Washington, D.C. 20036 



JOSEPH A. WALSH 
MARAD 
4942 Herkimer Street 
Annandale, VA 22003 

E.J. HIRD 
NAVIGATION SYSTEM, INC. 
8841 Monard Drive 
Silver Spring, MD 20910 

B. J. WATKINS 
NAVIGATION SYSTEMS, INC. 
8841 Monard Drive 
Silver Spring, MD 20910 

STEVE A. ROTH 
II MORROW, I NC. 
Box 13549 
Salem, OR 97303 

J.N. NEWMAN 
MIT 
Room-5324, MIT 
Cambridge, MA 02139 

WOODY WORDSWORTH 
AUSTRON INC. 
1800 Old Meadow Road 
Mclean, VA 22102 

JOHN H. OSTRANDER 
NAVAL RESEARCH LABORATORY 
4140 Offut Drive 
Suitland, MD 20746 

RONALD G. ROLL 
APL/JHU 
3804 Kelsey Street 
Silver Spring, MD 20906 

ALLEN L. COMSTOCK 
TELEDYN HASTINGS - RAYDIST 
Box 1275 
Hampton, VA 23661 

LEO FEHLNER 
APL/JHU 
118 Quaint Acres Drive 
Silver Spring, MD 20904 
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CARL S. ANDREN 
NAVIGATION SYSTEMS, INC. 
8841 Monard Drive 
Silver Spring, MD 20910 

STAN PIASECKI 
NAVIGATION SYSTEMS, INC. 
8841 Monard Drive 
Silver Spring 20910 

ROBERT D. BRONSON 
II MORROW, INC. 
Box 13549 
Salem, OR 97309 

TED ACHILLES 
MORROW ELECTRONICS, INC. 
BOx 7078 
Salem, OR 97303 

LCDR GARY R. WESTLING 
USCG ACADEMY 
C/O SUPERINTENDENT (DE) 
New, London, CT 06320 

11 DOC 11 EWEN 
EWEN KNIGHT CORP. 
60 Beaver Rd. 
Weston, MA 02193 

CAPT. W.H. HAYES, JR., USCG 
EECEN WILDWOOD, NY 
Commanding Officer 
USCG EECEN 
Wildwood, NJ 08260 

JAMES F. HARRISON 
JHU/APPLIED PHYSICS LABORATORY 
Room 14-208 
John Hopkins Road 
Laurel, MD 20707 

ROBERT L. FRANK 
CONSULTANT 
30795 River Crossing 
Birmingham, MI 48010 

LT KENNETH DYKSTRA 
U.S. COAST GUARD 
DEPT. OF APPLIED SCIENCE & ENG 
USCG ACADEMY 
New London, CT 06300 



ROGER W. HASSARD 
U.S. COAST GUARD 
USCG Activities Europe 
Box 50 
FPO New York 09510 

JOHN M. BEUKERS 
BEUKERS LABORATORIES, INC 
Flowerfield Building #7 
St. James, New York 11780 

CARTER P. PFAELZER 
M. I. T. 
334-C Newton Street 
Brookline, MA 02167 

BAHAR UTTAM 
JAYCOR 
205 South Whiting Street 
Alexandria, VA 22304 

JOHN D. ILLGEN 
KAMAN-TEMPO 
P.O. Drawer QQ 
816 State Street 
Santa Barbara, CA 93102 

EDWARD L. McGANN 
MEGAPULSE, INC. 
8 Preston Court 
Bedford, MA 01730 

RICHARD J. HARRISON 
DATAMARINE INTERNATIONAL, INC. 
53 Portside Drive 
Pocasset, MA 02559 

CALVIN CULVER 
MICROLOGIC 
20801 Dearborn Street 
Chatsworth, CA 91311 

MARTIN A. LETTS 
USCG ELECTRONIC ENGINEERING CENTER 
Wildwood, N.J. 08260 
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BERNARD CANU 
SERVICE TECHNIQUES DES 
CONSTRUCTIONS ET AMES NAVALES 
C/0 MEGAPULSE INC. 
8 Preston Court 
Bedford, MA 01730 

MR. RENE VANINA 
MEGAPULSE, I NC. 
Suite 532, Bowen Bldg. 
815 15th Street, N.W. 
Washington, D.C. 20005 

CDR J.O. Alexander 
U.S. COAST GUARD, 11th CGD 
50 Granada Avenue 
Long Beach, CA 90803 

WILLIAM BURGIN 
SI-TEX-MARINE ELECTRONICS 
P.O. Box 6700 
1400 Roosevelt Boulevard 
Clearwater, FL. 33518 

FREDERICK H. RAAB 
GREEN MOUNTAIN RADIO RESEARCH 
240 Stanford Road 
Burlington, VT 05401 

WILLIAM M. FLANDERS 
FLANDERS ASSOCIATES INC. 
5 Abbot Bridge Drive 
Andover, MA 01810 

DAVID GRAY 
CANADIAN HYDROGRAPHIC SERVICE 
615 Booth Street 
Ottawa, Canada KlA OE6 

BARNEY AMBROSENO 
EPSCO 
411 Providence Highway 
West Wood, MA 02090 

KEITH R. BRUHL 
SABBATICAL SEVENTH 
3110 Faber Drive 
Falls Church, VA 22044 



LT DAVE BEARD 
U.S. COAST GUARD 
EECEN 
Wildwood, NJ 08260 

WALTER N. DEAN 
MORROW ELECTRONICS 
Box 7078 
Salem OR 97303 

COLIN C. WEEKS 
WIMPOL INC. 
Box 219218 
Houston, TX 77218 

DAVE CLEMENTS 
USCG PACIFIC AREA 
GOVERNMENT ISLAND 
Alameda, CA 94501 

LESTER BRODEUR 
SANDERS ASSOCIATES INC. 
Nashua, N. H. 

RONALD S. WARREN 
TASC 
1 Jacob Way 
Reading, MA 01867 

A.W. MARCHAL 
OFFSHORE NAVIGATION 
5728 Jefferson HWY 
New Orleans, LA 

THOMAS JERARDI 
APL/JHU 
4713 Eddystone Street 
Annandale, VA 22003 

Mr. VOISARD 
SERCEL 
BP64 44471 Carquefou Cedex 
France 
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VERNON I. WEI HE 
CONSULTANT 
4133 N. 33rd Road 
Arlington, VA 22207 

ITT - AVIONICS 
19 Dogwood Road 
Boonton, NJ 07005 

WILLIAM J. PETERS III 
APL/JHU 
4713 Eddystone Street 
Annandale, VA 22003 

WILLIAM SCHORR 
USCG 
Apt 112-A2 
Governors Island, NY 10004 

ROBERT F. DUGAN 
KEUFFEL & ESSER Co. 
20 Whippany Road 
MORRISTOWN N.J. 07960 

E. RUSSELL VASS 
U.S. COAST GUARD 
2nd & 11 V11 Street S.W. 
Washington, D.C. 20593 

LARRY HOGLE 
AR INC RESEARCH 
2551 Riva Road 
Annapolis, MD 21401 




